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A key challenge in achieving scalable fault tolerance in superconducting quantum processors is readout
fidelity, which lags behind one- and two-qubit gate fidelity. A major limitation in improving qubit readout is
measurement-induced transitions, also referred to as qubit ionization, caused by multiphoton qubit-resonator
excitation occurring at specific photon numbers. Since ionization can involve highly excited states, it has
been predicted that in transmons—the most widely used superconducting qubit—the photon number at
which measurement-induced transitions occur is gate-charge dependent. This dependence is expected to
persist deep in the transmon regime where the qubit frequency is gate-charge insensitive. We experimentally
confirm this prediction by characterizing measurement-induced transitions with increasing resonator photon
population while actively calibrating the transmon’s gate charge. Furthermore, because highly excited states
are involved, achieving quantitative agreement between theory and experiment requires accounting for
higher-order harmonics in the transmon Hamiltonian.
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Circuit quantum electrodynamics with transmon qubits is
a leading platform for quantum information processing,
enabling dispersive qubit readout via coupling to a micro-
wave resonator [1–3]. Impressive progress has been
achieved toward high-fidelity and quantum nondemolition
(QND) qubit readout in this architecture, notably thanks to
the development of amplifiers operating near the quantum
limit [4–7] and to device optimization [8–14]. A key tenet
of the dispersive readout is that increasing the number of
photons probing the readout resonator should improve
signal-to-noise ratio while preserving QND [1]. However,
it is experimentally observed that increasing the photon
number leads to unwanted qubit transitions, thereby negat-
ing the benefits of strong readout drives [9,15–18]. This
limits the rate of information extraction, creating a bottle-
neck for error correction in superconducting quantum
processors.

Measurement-induced transitions into high-energy levels
of the transmon have been attributed to multiphoton
resonances occurring at specific intraresonator photon
numbers [16]. This observation has led to a theoretical
framework for understanding this phenomenon—referred to
as measurement-induced transitions and ionization in the
literature—with predictions that are in good agreement with
experiments [16,18–22]. Crucially, because they involve
high-energy states of the transmon, these resonances, and
their associated critical photon numbers, have been pre-
dicted to be gate-charge dependent [20,22]. This stands in
contrast to the transmon’s 0-1 transition frequency, whose
gate-charge dependence is exponentially suppressed with
increasing ratio of the qubit’s Josephson energy EJ to
charging energyEC [3]. Moreover, because they affect high-
energy states, higher-order harmonics of the transmon
Hamiltonian [23] are expected to influence its ionization.
In this Letter, we present experimental observations

confirming the role of gate-charge and higher-order har-
monics on measurement-induced state transitions. To this
end, we measure the impact of the resonator photon
population on the qubit state as a function of the average
photon number n̄r and of the qubit frequency ω01 for two
transmons of different EJ=EC ratios. A previous experiment
indirectly probed the gate-charge dependence of ionization
by observing shot-to-shot variations in the critical photon
number that were attributed to gate-charge fluctuations [18].
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Here, the gate charge ng is actively calibrated, allowing us to
directly confirm the theory [22]. This understanding allows
us to identify robust regions for readout as a function of ng,
and will inform future qubit calibrations, optimal control,
and design strategies.
We use a standard circuit quantum electrodynamics setup

consisting of a flux tunable transmon coupled to a readout
resonator measured in reflection; see Fig. 1(a). The trans-
mon is capacitively coupled to a line that allows microwave
drive and dc charge bias. We apply a readout drive at the
resonator input port, loading n̄r photons. The reflected

signal undergoes amplification and we report the measured
I and Q quadratures; see Fig. 1(b). Here and below, this is
reported in units of the measurement photon number n̄m ¼
n̄rκTm=4 during the integration time Tm [24], where κ is the
resonator damping rate. The measured values cluster around
several IQ coordinates, each corresponding to a transmon
state. Deviations from non-QND behavior are evident from
the appearance of clusters away from that of the initial qubit
state, here j0i.
To characterize the measurement-induced transitions as a

function of external flux and gate-charge offset, we first use
a device (device A) with a readout resonator frequency
ωr=2π ¼ 6.12 GHz and decay rate κ=2π ¼ 0.38 MHz. The
resonator is coupled with strength g=2π ¼ 13 MHz to a
transmon qubit of charging energy EC=2π ¼ 365 MHz and
maximum Josephson energy EJ=2π ¼ 6.71 GHz at zero
flux bias ϕext ¼ 0. With a maximum EJ=EC ratio of ∼18.5,
this device is in the shallow transmon regime with ∼9 MHz
charge dispersion of the 0-1 transition and T1 ≈ 30 μs at
the sweet spot. Figure 2(a) shows the flux dependence of
the transmon’s transition frequencies between the ground
state and the first two excited states. Our calibration of the
charge offset relies on measuring the Ramsey fringes of the
0-1 transition as a function of the applied offset voltage,
which reveals two sinusoids of periodicity 2e; see Fig. 2(c)
[31,32]. The two measured frequencies result from random
quasiparticle tunneling events shifting the response by 1e;
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FIG. 1. Dispersive readout. (a) Schematic qubit-resonator setup
with active charge calibration. The magnetic flux (ϕext) tunable
transmon (orange) is capacitively coupled to a readout resonator
(green) measured in reflection through a Josephson amplifier
[25]. See Ref. [26] for the full experimental setup. The qubit is
capacitively coupled to a line that allows changing the charge
offset ng. (b) IQ scatter plot of the dispersive measurement
outcomes of transmon A. We continuously pump the readout
resonator at frequency ωd=2π ¼ 6.11972 GHz and integrate the
output every 2 μs. We show the resulting histograms for two
different experiments using two different resonator photon
numbers,

ffiffiffiffiffi
n̄r

p ¼ 8 and
ffiffiffiffiffi
n̄r

p ¼ 31.
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FIG. 2. Flux and charge dependence. (a),(b) Flux dependence
of the 0-1 and 0-2 transmon transitions for device A
(EJ=EC ¼ 18.5) and device B (EJ=EC ¼ 40.2) at ng ¼ 0. Energy
levels are shown for both even parity states (full lines) and odd
parity states (dashed lines) assuming symmetric junctions.
(c) Charge dependence of the Fourier transform of a Ramsey
interference experiment performed at frequency 3.9965 GHz on
device A, with Δf the frequency difference to the Ramsey pulse.
The dashed line indicates the average f̄01 ¼ 3.9992 GHz. (d) Left
panel: IQ clouds for states j2; oi and j2; ei after a 4 μs pulse for
device B. Right panel: imaginary part of the even and odd second
transmon excited state distributions over one charge period.
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see also the full and dashed lines in Fig. 2(a) labeled even
and odd, respectively [33]. Before an experiment, we
measure the frequency at a few offset voltages, which
takes 10 s. A sinusoidal fit yields the offset voltage for
which ng ¼ 0. We then set ng by adjusting the offset
voltage relative to ng ¼ 0. We repeat this procedure every
minute, setting ng with 2% precision.
To confirm the importance of gate charge on ionization

deeper in the transmon regime, where the computational
states have a much weaker dependence on gate charge,
we also measure a device (device B) with a charging
energy EC=2π ¼ 217 MHz and maximum Josephson
energy EJ=2π ¼ 8.72 GHz at zero flux bias ϕext ¼ 0,
yielding EJðϕextÞ=EC ≤ 40.2; see Fig. 2(b). This qubit
is coupled with strength g=2π ¼ 186.5 MHz to a readout
resonator of frequency ωr=2π ¼ 7.05 GHz and decay rate
κ=2π ¼ 0.92 MHz. We measure T1 ≈ 50 μs at the sweet
spot. At this large EJ=EC ratio, the charge dispersion of
∼50 kHz is too small to be resolved through Ramsey
interferometry. To calibrate the gate charge, we instead
monitor the charge offset imprinted on the resonator’s
dispersive shift for state j2i [34]; see Fig. 2(d). This sets ng
with better than 5% precision.
To map the measurement-induced transitions as a func-

tion of the qubit control parameters, we monitor the qubit

state by probing the resonator response with a maximum of
n̄r ∼ 6 photons. Here, the resonator is pumped and probed
continuously to avoid waiting for the long 2.6 μs decay
time of the resonator. The resulting probability to find the
transmon in a state other than j0i, 1 − Pð0Þ, is reported in
Fig. 3. For both devices we observe flux- and gate-charge
dependent features symmetric about ng ¼ 0.25 due to
frequent parity switching induced by quasiparticle tunnel-
ing events. These features correspond to regions where
transitions out of the ground state are more pronounced.
The side panels show the resonator response in the IQ
plane on top of (square) and away from (circle) one of these
features. Here, the moderate value of n̄r ≲ 6 is chosen to
avoid excessive broadening of the gate-charge dependent
features in the main panels and, as discussed below, to limit
the qubit’s ac-Stark shift.
To understand these features, we model the field in the

resonator as an effective classical drive on the transmon.
The Hamiltonian is [20,22,35]

ĤðtÞ ¼ Ĥt þ εtðtÞ cosðωdtÞn̂t; ð1Þ

where Ĥt is the undriven transmon Hamiltonian. Here, we
account for higher-order harmonics of the potential such
that Ĥt reads [23]

(a) (b)

FIG. 3. Probability 1−Pð0Þ to find the transmon in an excited state vs flux and charge offset. (a) For device A, we continuously
populate the resonator with n̄r ≈ 6 photons at frequency ωd=2π ¼ 6.11972 GHz and integrate over 25 μs. In the central part of the plot,
we lower the photon number to n̄r ≈ 1.5 to reduce the width of the features. (b) For device B, we stroboscopically pump the resonator
with n̄r ≈ 2 photons at frequency ωd=2π ¼ 7.0535 GHz with a 2 μs pulse every 3 μs. In both panels, the qubit frequency corresponding
to ϕext and ng ¼ 0 is indicated by the right axis. The side panels show IQ clouds (105 shots) for selected values of flux and gate charge to
highlight the contrast between negligible (circle) and significant (square) leakage. Residual leakage does not seem to be limited by qubit
temperature but by other sources. The photon number n̄r is calibrated with a low-power ac-Stark shift experiment. The multiphoton
resonance conditions ω0j ¼ nωd (labeled 0 → j) are plotted on top of the experimental results (orange-red lines). The remaining
discrepancies ≲100 MHz are consistent with corrections not included in our model, such as junction asymmetry. The dashed lines
indicate the theory for inelastic scattering with a spurious mode of frequency ωs ¼ 2π × 0.78 GHz ðmodωdÞ.
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Ĥt ¼ 4ECðn̂t − ngÞ2 −
X

m≥1
EJm cosðmφ̂tÞ: ð2Þ

In this expression, n̂t and φ̂t are the transmon charge
and phase operators, respectively, ωd ≈ ωr is the drive
frequency, and εtðtÞ ¼ 2g

ffiffiffiffiffiffiffiffiffiffi
n̄rðtÞ

p
is the effective time-

dependent drive amplitude [26]. The charging energy EC
and the Josephson energies EJm are fitted to independently
measured transition frequencies at different values of ng
[26]. The higher harmonics are only fitted for device B
since they mostly affect the offset charge dependence of the
critical photon number, which is not probed for device A.
At low photon number n̄r, the qubit’s ac-Stark shift

is small and, following Eq. (1), we expect multiphoton
transitions to occur when ωij ≈ nωd, where ωij ¼ ωj − ωi

with ωi a bare eigenfrequency of Ĥt and n an integer
corresponding to the number of readout photons involved in
the process. The lines shown in Fig. 3 indicate the predicted
resonance conditions assuming no junction asymmetry for
selected i → j transitions, as specified in the legend, and
show remarkable agreement with the measured leakage
probability. For device A, the features close to ϕext=ϕ0 ¼
0.23 (light orange lines) correspond to a 0 → 2 transition
involving a single drive photon, ω02 ≈ ωd; see Fig. 2(a)
where this resonance and its charge dispersion is also
evident. Because this is a first-order process, non-QND
behavior is very pronounced. For this reason, a smaller
resonator photon number (n̄r ¼ 1.5) is used in the vicinity
of this resonance compared to the rest of the plot (n̄r ¼ 6).
For device B, a similar first-order resonance between the
transmon states 0 and 3 with strong non-QND behavior is
also observed (light orange lines).
Device B also shows a large leakage probability

around ω01=2π ¼ 3.26 GHz for all values of ng that
does not directly match a 0 → j multiphoton transition.
This leakage can be explained by inelastic scattering
of readout photons via a spurious mode at frequency
ωs ¼ 2π × 0.78 GHz ðmod ωdÞ in the qubit environ-
ment [36–39], for which the resonance condition
ω02 þ ωs ≈ nωd is satisfied for some integer n (black
dashed line). Assuming the existence of a mode at this
frequency also predicts the increased leakage observed
around ω05 þ ωs ≈ ðnþ 1Þωd (gray dashed line). Away
from the resonances, the residual transition probability
shows a trend toward a more QND behavior as the qubit-
resonator detuning increases, consistent with recent results
[40]. This trend is not seen in device A because of a worse
IQ contrast and of a smaller probed frequency range than
in device B.
At larger resonator photon number, the transmon levels

can be significantly ac-Stark shifted such that the multi-
photon resonance conditions now involve the transmon
frequencies dressed by the drive rather than the bare ones
[16,21,22]. To measure ionization in this situation,
we follow the measurement protocol shown in Fig. 4(a).

We first prepare the transmon of device B, operated at the
flux sweet spot, in state j0i by postselecting on the result of
a first low-power QND measurement (n̄r ∼ 7). In half of
the realizations, we then apply a π pulse to prepare the
excited state j1i. Next, we populate the resonator with up
to n̄r ¼ 125 photons. Finally, we assess the non-QND
character of this strong drive by performing a second QND
measurement to determine the qubit’s final state. As can be
seen by comparing the two insets in Fig. 4(a), the strong
drive results in population transfer to excited states.
Figure 4(b) shows the measured population transfer

when starting in j0i (left) and j1i (right) as a function
gate charge and resonator photon number. We observe a
rich charge-dependent structure, with sharp increases in
non-QNDness at specific ng-dependent photon numbers.
Importantly, we observe values of ng where QNDness
persists up to much larger photon numbers, showing that
our active charge calibration can mitigate measurement-
induced transitions.
To quantitatively understand these observations, we

compute the exact Floquet quasienergy spectrum of
Eq. (1) as a function of effective drive amplitude εt on
the qubit [26]. From these quasienergies, which encapsu-
late the drive-induced ac-Stark shifts, we identify avoided
crossings corresponding to multiphoton resonances, here
shown as red dots in Fig. 4(b) [22]. The gap Δac at the
avoided crossing, which is indicated by the dot area,
increases with the effective drive amplitude, reflecting a
stronger hybridization of the transmon with the drive.
Importantly, the quantitative agreement between experi-
mental results and the Floquet calculations seen in Fig. 4(b)
is only obtained when including higher-order harmonics up
to m ¼ 3 [26]. This is because the observed transitions
involve highly excited states that lie above the top of the
cosine potential well. These states are strongly sensitive to
higher-order harmonics and to the gate charge [26].
However, this dependence of the critical photon number
on higher-order harmonics does not provide sufficient
information to determine the specific origin of these
harmonics in our experiment [26].
In Fig. 4(b), the QNDness does not decrease monoton-

ically with increasing n̄r;max; in some regions above a
resonance, higher QNDness is observed. This behavior,
consistent with the findings of Sank et al. [16], arises from
Landau-Zener transitions [41] that occur as the system
sweeps through multiphoton resonances [19,22]. The result-
ing non-QNDness thus depends on both the rate at which a
given resonance is traversed and the size of the associated
energy gapΔac [42–45]. Because larger n̄r;max mean a faster
crossing of resonances during the transients, a resonance
that leads to non-QND behavior at small n̄r;max may no
longer contribute at larger values. To model these complex
dynamics, we solve the Schrödinger equation with the
Hamiltonian of Eq. (1) and following the same protocol
as the experiment [26]. The resulting theoretical transition
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probabilities are shown in Fig. 4(c). Crucially, the simu-
lation accounts for the rise and fall of the resonator
population, which results in some resonances being trav-
ersed twice [26]. Despite the model’s simplicity, we find
remarkable agreement between experiment and theory,
without the use of adjustable parameters.
In summary, we have directly probed the gate-charge

dependence of measurement-induced transitions in trans-
mons, confirming recent theoretical predictions [20,22].
This was made possible by active gate-charge calibration.
A key finding is that achieving quantitative agreement
between experiment and theory requires accounting for
higher-order harmonics of the transmon Hamiltonian.
Additionally, our results show that the ring-up and ring-
down transients influence measurement-induced state
transitions. Our findings demonstrate that active charge
calibration can help avoid regions that are most susceptible

to unwanted multiphoton transitions, therefore enabling a
path toward higher fidelity QND readout. These results are
broadly applicable to other nonlinear driven superconduct-
ing circuits’ dispersive readout, such as parametric gates
and couplers, qubit reset protocols, and quantum state
stabilization schemes.
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