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Kerr-cat qubits have been experimentally shown to exhibit a large noise bias, with one decay
channel suppressed by several orders of magnitude. In superconducting implementations, increasing
the microwave drive on the nonlinear oscillator that hosts the Kerr-cat qubit should, in principle,
further enhance this bias. Instead, experiments reveal that above a critical drive amplitude the
tunneling time — the less dominant decay channel — ceases to increase and even decreases. Here,
we show that this breakdown arises from the multimode nature of the circuit implementation:
specifically, the buffer mode used to control the Kerr-cat qubit can induce multiphoton resonances
that sharply degrade Kerr-cat coherence if its frequency is not carefully chosen. We uncover this
mechanism by retaining the full circuit nonlinearities and treating the strong drive exactly within
a Floquet—Markov framework that incorporates quasidegeneracies in the Kerr-cat spectrum. Our
results not only provide an explanation for the sudden reduction of the tunneling time but also
demonstrate the robustness of the Kerr-cat qubit when its surrounding electromagnetic environment

is carefully engineered.

I. INTRODUCTION

Bosonic codes are promising candidates for achieving
fault tolerance with minimal hardware overhead, a fea-
ture often referred to as hardware efficiency [1-7]. These
codes leverage the large Hilbert space of an oscillator
to encode logical information in a carefully chosen d-
dimensional subspace. A particularly compelling exam-
ple is the cat qubit, where the logical states are en-
coded in the manifold spanned by superposition of co-
herent states |«) referred to as Schrodinger cat states,
|CE) = (Ja) £ |—a))/NZE with NI the normalization [8].
This choice is motivated by the fact that local noise—
acting locally in the oscillator’s phase space—induces
transitions between |+«) and |—a) with rates that are
exponentially suppressed in |a|? [9-11]. This suppression
of phase-flip errors is only modestly counterbalanced by a
linear in |a|? increase in the rate of bit-flip errors—that
is, transitions between the cat states |C}) and |C) )—
induced by local noise. The resulting large noise bias
can be leveraged to implement error correction protocols
with minimal hardware resources [12-20].

In superconducting quantum circuits, the two main
types of cat qubits are the dissipative cat qubit [10, 21—
27] and the Kerr-cat qubit [11, 28-34]. In the dissipative
approach, engineered dissipation stabilizes a steady-state
manifold that spans the desired cat-states subspace. By
contrast, the Kerr-cat approach relies on Hamiltonian
engineering where the cat states emerge as degenerate
eigenstates of the squeezed Kerr Hamiltonian

Hsk = —Ka' a2 + 24" + 342,

= —K(a" — a*?)(a” — o®) + K|a|*, .

where a is the annihilation operator of the oscillator, €9
is the strength of the two-photon drive, and K is the self-

Kerr nonlinearity. The factorized form of Hgx makes it
explicit that the coherent states |ta) with o = \/e2/K
are degenerate eigenstates of the Hamiltonian [11]. Their
symmetric and antisymmetric superpositions are the cat
states |CF), whose average photon number is given by
o] = |e2| /K.

To gain intuition into the structure of this Hamilto-
nian, it is useful to analyze its phase-space representa-
tion H(Re[a],Im[a]), obtained via the Weyl correspon-
dence [35]. This metapotential, shown in Fig. 1(a),
exhibits a double-well structure with a barrier height
~ K|al* separating two minima centered at +a, corre-
sponding to the locations of the Kerr-cat coherent states.
As the two-photon drive and hence |a|? is increased, pairs
of states successively enter the wells. As they drop deeper
into the potential landscape, tunneling between them is
rapidly suppressed because of the barrier. This leads
to spectral kissing, where pairs of energy levels become
nearly degenerate; see Fig. 1(b), with circles indicating
the kissing of different pairs [30].

In practice, however, the exponential suppression of
tunneling between the coherent states at the bottom of
the well does not persist indefinitely with increasing |o|?.
Thermal excitation from these coherent states to higher-
lying states that have not yet kissed can restore tunnel-
ing between the wells [36-38]. This phenomenon repeats
itself as each new pair of states enters the wells, result-
ing in a staircase-like dependence of the tunneling time
with |a|?. This behavior has been measured experimen-
tally [30, 32] and studied theoretically using perturbative
methods [39]. More strikingly, at still larger photon num-
bers, the staircase behavior breaks down: the tunneling
time is observed to decrease with increasing photon num-
ber, accompanied by sharp features at specific values of
the drive amplitude [34, 40]. While existing theoretical
models capture the qualitative features of the staircase
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FIG. 1. (a) Cut along Re[a] of the metapotential associ-
ated with the shifted squeezed Kerr Hamiltonian Hgk — €2 /K
for e2 = 10 and K = 1. Horizontal gray lines indicate the
eigenenergies, and the colored curves the marginals of the
Wigner distributions of the corresponding eigenstates. For
the quasidegenerate level pairs 0—1, 2-3, and 4-5, dissipative
tunneling across the double well is suppressed due to destruc-
tive interference between two relaxation pathways. Popula-
tion transfer between wells can instead occur by climbing the
energy ladder—via photon emission and absorption—until
nondegenerate levels (here 6 and 7) are populated. The num-
ber of quasidegenerate level pairs within the well is controlled
by the photon number |a|> = e3/K = 10. (b) Floquet
quasienergy spectrum of the Kerr-cat qubit showing spec-
tral kissings (circles) where the quasienergy differences be-
tween pairs of excited states asymptotically approach wg/2.
Dashed lines indicate drive amplitudes at which these dif-
ferences become comparable to the decay rate. The cir-
cuit parameters are chosen close to those of Ref. [30], with
E;/2m = 272.436 GHz, Ec /27 = 107.8 MHz, oo = 0.046, and
Yext = 0.33% 27, yielding a 0-1 transition frequency wo1 /27 =
6.094 GHz and a self-Kerr nonlinearity K/2r = 1.18 MHz.

regime, they do not quantitatively match the experimen-
tal data. Moreover, the breakdown of the staircase pat-
tern is not reproduced by current theoretical approaches,
raising the question of whether this discrepancy reflects
limitations of the perturbative treatment or the presence
of additional mechanisms not yet accounted for in the
theory.

In this work, we answer this question by showing that
both the breakdown of the staircase behavior of the tun-

neling time and the appearance of sharp resonances origi-
nate from the multimode nature of the circuit implemen-
tation of the Kerr-cat qubit in Refs. [34, 41] and can be
captured by a model foregoing any perturbative expan-
sion but including additional modes of the circuit. In the
absence of additional modes, we find that the Kerr-cat
qubit is remarkably robust. This observation suggests
that engineering the Kerr-cat’s electromagnetic environ-
ment such as to avoid the presence of these modes can
lead to significantly longer tunneling times than currently
observed experimentally.

These results are obtained using three key ingredients.
First, we retain the full nonlinear potential of the circuit,
as any finite-order expansion of the potential risks miss-
ing the resonances between the nonlinear oscillator and
the other degrees of freedom in the circuit. Second, the
drive is treated exactly using the Floquet formalism, en-
suring that multiphoton processes and nonlinear effects
are fully accounted for. This type of multiphoton process
has already been shown to be at the origin of ionization of
highly-excited atoms driven by a microwave field [42] and
of drive-induced resonances of the transmon qubit [43—
52]. Third, we incorporate the interplay between the
drive and dissipation by employing the partial secular
Floquet-Markov master equation [53-55]. This approach
captures the coherent interplay between different relax-
ation channels—an essential feature to accurately model
dissipation in the Kerr-cat qubit.

This paper is organized as follows. In Sec. II we
review the standard single-mode approximation of the
Kerr-cat qubit. We then show how Floquet theory re-
produces essential features of this system, such as spec-
tral kissing, and introduce a form of the Floquet—-Markov
Lindblad master equation that accounts for these near-
degeneracies. Using this framework, we compute the tun-
neling time of the Kerr-cat qubit, demonstrating its in-
trinsic robustness. In Sec. III, we incorporate the buffer
mode used to drive the Kerr-cat qubit in experiments,
and show that it leads to an abrupt reduction of the tun-
neling time above a critical drive amplitude. In Sec. IV
and Appendix G we examine the effects of SNAIL ar-
ray modes and of a stray geometric inductance on the
qubit’s coherence. Further details of the derivations can
be found in the Appendices. Our findings are summa-
rized in Sec. V.

II. SINGLE-MODE DESCRIPTION

Experimental realizations of the Kerr-cat qubit in cir-
cuit QED rely on superconducting nonlinear asymmet-
ric inductive elements (SNAIL) [41, 56] shunted by a
large capacitance and controlled via a buffer mode, see
Fig. 2(a) [29-34]. In this section, we analyze the behavior
of the Kerr-cat qubit in the single-mode approximation
of this circuit, identifying the key assumptions underly-
ing this simplification. While sufficient to reproduce the
physics of the spectral kissing and the observed plateaus
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FIG. 2. (a) Circuit implementation of the Kerr-cat qubit,
consisting of an array of SNAILs shunted by a large capac-
itor (green) and driven through a buffer mode (blue) whose
resonance frequency is close to the drive frequency. (b) Cir-
cuit diagram of a single SNAIL composed of an array of large
Josephson junctions with energy E; in parallel with a smaller
junction of energy aF, forming a loop threaded by an exter-
nal magnetic flux (gray). (c) Semiclassical representation of
the circuit in (a), where the driven buffer mode is replaced by
a classical drive (gray) and a dissipative environment modeled
by an admittance Y(w) (blue). (d) Typical spectral density
J(w) = Re[Y (w)]/C featuring a broad peak around the drive
frequency wq reflecting the low quality factor of the buffer
mode. The values around J(mwy/2) for m € Z* are taken
from Ref. [39].

in the tunneling time [30, 32], we find that this reduced
model does not capture the observed abrupt reduction
of the tunneling time above a drive amplitude thresh-
old. Building on these observations, in the next section,
we show how this breakdown is captured when account-
ing for the multimode nature of the circuit of Fig. 2(a).
The present section introduces the key ideas and meth-
ods necessary to understand this more general multimode
case.

Accounting for the buffer mode, the Hamiltonian de-
scribing the circuit of Fig. 2(a) reads (h=1)

" = wafay + H, +igh (a) — ) +i0t) (] - )
(2)

In this expression, wy is the frequency of the buffer mode
with annihilation operator a,. The implementation of
the buffer mode varies depending on the experiment: it
may correspond to a 3D box mode defined by the cavity
geometry [29-31, 34], a stripline resonator that facilitates
parametric driving of the SNAILs [33], or a filter mode
engineered to suppress Purcell loss around the qubit fre-
quency without compromising the drive strength [32]. In
all cases, the presence of this mode is intentional, with
its resonance frequency engineered to be close to that
of the drive frequency to allow driving the SNAIL. The
second term of Eq. (2), Hs is the SNAIL array Hamilto-
nian defined below. The third term corresponds to the
coupling of the buffer mode to the SNAIL array with

g the strength of that coupling and n the SNAIL array
charge operator. The last term corresponds to a charge
drive Q(t) = Qg sin(wqt) applied to the buffer mode at
frequency wgy. To see more clearly how the drive on the
buffer effectively acts on the SNAIL array, we displace
the buffer mode by its classical response using a displace-
ment transformation [57]. This results in the displaced
Hamiltonian

H = wb&Zdb + H, + ign (dl — db) + eq cos(wgt)n, (3)

where g4 is the amplitude of the effective drive pro-
portional to the square root of the buffer mode pho-
ton population. So far, no approximations have been
made; the displacement transformation being exact, see
Refs. [47, 58] for instance. In the following, we use g4
rather than g as a measure of the drive strength. As
a first approximation, following Refs. [46, 47], we ignore
quantum fluctuations in the buffer mode resulting in the
simplified Hamiltonian

H ~ H, + &4 cos(wat)n, (4)

which describes a voltage-driven SNAIL, as illustrated in
Fig. 2(c). We go beyond this approximation in Sec. III
by accounting for the buffer mode exactly.

As illustrated in Fig. 2(a,b), the circuit is built from
an array of two SNAILs, each comprised of an array of
three identical large Josephson junctions with energy E;
in parallel with a smaller junction of energy aF; (with
a < 1). Assuming that the total phase drop across the
array is evenly distributed among the six large junctions
allows the SNAIL array to be described by a single de-
gree of freedom. This single-phase approximation relies
on the assumption that this forms a weakly nonlinear
oscillator whose resonance frequency wg is much smaller
than the plasma frequency of the individual large junc-
tions. This condition is satisfied provided the stray ca-
pacitance Cj, to ground of each island in the array is
small (Cy, < C;/6%) [59-61]. We go beyond this ap-
proximation in Sec. IV where we analyze the influence of
higher-frequency collective modes of the array on both
the spectrum and lifetime of the Kerr-cat qubit.

Under the single-phase approximation, the Hamilto-
nian of the capacitively shunted double SNAIL is given
by

H, =AEoh% — 6E cos (‘g)
R (5)
— 2 cos (920 + soext> ,

where FE¢ denotes the charging energy dominated by the
shunting capacitance, and @ext = 27 Pyt /Po the external
reduced flux bias of each SNAIL. The operators represent
the phase ¢ across the SNAIL array and its canonically
conjugate charge n.

Introducing the annihilation operator a of the shunted
SNAIL such that ¢ = cpzpf(d—i—(ﬂ), where @,,¢ represents



quantum fluctuations of the phase operator, we expand
the potential energy terms of Eq. (5) to fourth order in
@zpt. Choosing the drive frequency wq ~ 2wy, and mov-
ing to the appropriate frame and applying the rotating-
wave approximations (RWA), the single-mode Hamilto-
nian of Eq. (4) takes the standard form of the Kerr-cat
Hamiltonian Eq. (1) [29]. This approximate model is suf-
ficient to capture the basic properties of the system [11].
However, in the context of measurement-induced state
transitions in the transmon [43, 47, 62], making these ap-
proximations (cosine potential expansion and RWA) sub-
stantially modifies the threshold drive amplitude before
transitions are observed. We expect these approxima-
tions to similarly modify the threshold of the breakdown
of the staircase behavior of the Kerr-cat. For this reason,
in this work we use the full cosine potential of Eq. (5).
To accurately account for the effect of the strong drive,
we use Floquet theory. At any time, the state of the
system can be decomposed in terms of periodic Floquet
modes |¢,(t)) = [¢pu(t+T)) and their corresponding
quasienergies €, which satisfy the eigenvalue equation

Ut +T,t) |¢u(t) = e (1)), (6)

where U (t + T,t) is the unitary propagator over one pe-
riod T' = 27 /wq of the drive [55]. The Floquet modes and
quasienergies are obtained by numerically diagonalizing
this operator. Since they are obtained as the argument of
a phase, the quasienergies are defined modulo the drive
frequency, €, € [—wq/2,wq/2). Hereinafter, we denote
|¢.) = |6,(0)) the Floquet modes at time ¢ = 0. At
eq = 0, the quasienergies coincide with the eigenenergies
(modulo wy) of the undriven double-SNAIL Hamiltonian
ﬁs, and the Floquet modes reduce to the corresponding
undriven eigenstates. Starting from this point, we incre-
ment €4 in small steps and assign labels to the Floquet
spectrum at each step by maximizing their modes’ over-
lap with the modes at the previous drive amplitude. This
procedure enables a consistent tracking of each mode
based on its origin in the undriven spectrum [42, 47, 63].

Increasing the drive amplitude, the two lowest Floquet
modes, p = 0,1, continuously evolve from the ground and
first excited states of the undriven Hamiltonian Hg into
(displaced) cat states, see Fig. 3(a) showing the Wigner
distributions of these modes for e4/2m = 2.5 GHz. Unlike
in the approximate squeezed-Kerr Hamiltonian Eq. (1),
where the cat eigenstates are centered at the origin, here
they are slightly displaced because they are displayed in
the laboratory frame and not the displaced frame. Im-
portantly, in these calculations, to compensate for the
ac-Stark shift the drive frequency wy is adjusted at each
value of the drive amplitude to match twice the Floquet
quasienergy difference between the two lowest modes,
wg = 2|e; — €o|. This mirrors the experimental proce-
dures used, for example, in Refs. [30, 33, 34]. Away from
this choice of frequency, the Floquet modes p = 0 and
1 associated with the Hamiltonian in Eq. (4) no longer
correspond to symmetric superpositions of opposite co-
herent states in phase space [31, 34].
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FIG. 3. (a) Wigner distributions of the first two Floquet

modes, |¢o) and |¢p1), at a drive amplitude eq/27 = 2.5 GHz
corresponding to approximately nine photons in the cat man-
ifold. These two modes are the logical cat states.

A. Spectral kissing in the presence of strong drive
and full nonlinearities

Having obtained the Floquet spectrum as a function
of the drive amplitude, it is useful to present it in a way
that facilitates comparison with the spectroscopy mea-
surements reported in Refs. [30-33], see Appendix A for
more details. To do so, we first unfold the quasienergies
from the Floquet Brillouin zone [—wgy/2,wq/2) onto the
real line, and then re-fold them modulo wy/2 relative to
the ground state energy. This results in the spectrum
shown in Fig. 1(b) with a series of pairwise degenera-
cies, or spectral kissings (circles). This spectral kissing
is a crucial feature of the ideal squeezed Kerr oscillator
Hamiltonian of Eq. (1) which we also observe—consistent
with experiments—when using the full nonlinear model of
Eq. (5).

Remarkably, the quasienergy spectrum of the Kerr-
cat remains free of avoided crossings indicative of un-
wanted resonances up to £4/27 = 10 GHz, corresponding
to 36 photons—the maximum amplitude considered in
our simulations (not shown). This is in stark contrast
to other qubits under strong drives, such as the trans-
mon, where the quasienergy spectra show a multitude
of avoided crossings resulting from unwanted multipho-
ton resonances [43-50]. Crucially, in the transmon the
quasienergies corresponding to the computational states
experience an ac-Stark shift of opposite sign to that of
states near the top of the transmon’s cosine potential
(where the anharmonicity changes sign). This can lead
to a collision of quasienergies at a ‘critical’ drive ampli-
tude and to unwanted transitions from the computational
states to highly-excited states. Because the transmon’s
cosine potential is relatively shallow and only supports
of the order of ~ 10 states, these collisions typically oc-
cur at moderate drive amplitudes. The situation is very
different in the Kerr-cat qubit, whose robustness to mul-
tiphoton resonances results from its very deep potential
well. Indeed, for the parameters used in this work, which
are close to those of the experiment of Ref. [30] (see



the caption of Fig. 1(b)), the number of bound states
in the SNAIL well is approximately 530. As a result, all
the relevant levels-including the cat-states and higher-
excited levels—experience an ac-Stark shift of the same
sign. Collisions of quasienergies are thus avoided up to
very large drive amplitudes. This observation suggests
that the single-mode approximation of the Kerr-cat qubit
does not contain the necessary ingredients to capture the
sudden decrease of the tunneling time with drive ampli-
tude. The same conclusion can be reached by considering
this system from the point of classical chaos [46, 64].

B. Floquet-Markov-Lindblad with quasidegerate
transitions

To fully account for the effect of the drive and
SNAIL nonlinearity, we employ the Floquet-Markov mas-
ter equation [54, 55, 65]. In contrast to the standard
quantum optics master equation—where dissipation is
treated as incoherent transitions between eigenstates of a
time-independent Hamiltonian [66]-the Floquet-Markov
approach describes dissipation in terms of transitions
between Floquet modes. Crucially, the corresponding
rates account for processes involving simultaneous ab-
sorption or emission of drive photons and environment
photons [55, 67].

In the context of the Kerr-cat, it is essential for the
master equation to capture the spectral kissing of the
quasienergies. As a result, in the derivation of the master
equation we cannot employ the commonly used secular
approximation which assumes that all transition frequen-
cies are well separated, leading to a sum of independent
dissipators, one for each transition [55]. Instead, we use
a partial secular approximation accounting for the near
degeneracy of certain transitions while discarding fast-
oscillating off-diagonal terms between widely separated
transition frequencies [53, 54]. This approach allows for
an accurate description of the dynamics near spectral
degeneracies, which are central to the protection of the
Kerr-cat coherence.

More precisely, the Floquet-Markov master equation
we use is given in the interaction picture by

6t/3 = Z)incl3 + Dcohﬁ = ﬁﬁ, (7)
with two different collections of dissipators. The first
collection

Dine = Y, #(Auk)D [ Xk [8) (0] (8)

w,v,k
with D[L]p = LpLt — {LTL, p}/2, takes the form of an

incoherent sum of all processes involving transitions that
are not nearly degenerate. In this expression,

Ak = €4 — €, + kwg (9)

is the detuning between Floquet modes p and v up to

k € Z drive photons, and

T
Xon = 3 [ 00" - @) o0}t (10)
0

is a Fourier coefficient of the (p,v) matrix element of
the SNAIL’s charge operator fi/n,ps = i(a" — a) in the
Floquet mode basis at time ¢. In Eq. (10), the zero-point
fluctuations of the charge operator, n,p¢, are implicitly
included in the definition of x(w). The index k accounts
for the fact that transitions can involve the emission or
absorption of |k| drive photons. The second collection
takes the form

Dcoh - Z K(Auuk) D|: Z X;L/V’k’ |¢);Ll> <¢1/| (11)
v,k w vk
~ (1K)
and is the sum of all processes involving transitions that
are quasidegenerate, which are coherently added together
inside the dissipators. The prime indices (y/, 7', k") run
over triplets for which the associated transition frequency
A is quasidegenerate with Ay, 5. For the parameters
used in this work, we define two transitions A, and
Ay as quasidegenerate when |A, r — Ay | /21 <
100 kHz.
In both collections, the rates are given by

r(w) = nin(w)J (@) + [L+nm(-w)] J(-w),  (12)

with 7, (w) the thermal population of the environment
at frequency w, and J(w) = 6(w)Re[Y(w)]/C the bath
spectral density expressed in terms of the external ad-
mittance Y(w), see Fig. 2(c) and (d). With 6(w) the
Heaviside function, x(w > 0) corresponds to absorption
from the bath while k(w < 0) to emission. The derivation
of this master equation can be found in Appendix B.

For the Kerr-cat qubit, transitions between Floquet
modes cluster around harmonics of wy/2 or, in other
words, A,k ~ mwg/2 with m € Z; see Fig. 3(b) and
Fig. 12(a) in Appendix A. We assume that the spec-
tral density J(w) is flat in the vicinity of each of these
harmonics, consistent with the Markovian approxima-
tion [68]. Accordingly, we parametrize the spectral den-
sity by its values at the relevant harmonics. Since the
buffer mode acts as a bandpass filter at wy, we take
J(wa) > J(wa/2) = J(3wa/2), as illustrated in Fig. 2(c).
Moreover, following Ref. [39] we account for imperfect
thermalization of the buffer mode resulting in a higher
frequency at the drive frequency than at the other har-
monics, T(wg) > T(wa/2) = T(3wq/2). In Sec. IIE, we
explore in more detail how the spectral density and the
thermal population influence the tunneling rate in the
Kerr-cat qubit.

C. Examples of processes entering Dcon and Dine

Before presenting results obtained using the above
Floquet-Markov master equation, it is instructive to first
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temperature. Before the kissing between €2 and e3 (left-most
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diate transitions to these modes outside of the metapotential
double well, with a rate proportional to |X210\2—|—|X301 |2, with
additional contributions from other transitions whose matrix
elements are shown in (b). After the kissing, these dominant
processes interfere, and their contribution | X210 — X301]* to
the tunneling rate becomes suppressed. Furthermore, leakage
to these modes does not lead to direct tunneling because the
rate | X230 — X321|° also becomes suppressed. This pattern
repeats for higher modes at each of the other two spectral
kissings indicated by the vertical dashed lines.

consider a few examples of the kinds of processes that
enter the dissipators Deon and Di,e. First, given the

choice of drive frequency wy/2 = |e1 — €, there are
exact degeneracies Agig = Ajg1 = wg/2 and Ajgg =
Ag1—1 = —wg/2 for all drive amplitudes. The corre-

sponding transitions join the same dissipators in Deoy,-
For example, focusing on the transitions of frequency
wq/2, the sum of operators entering D in Eq. (11) is
Xo10 |¢0) (P1] + X101 |d1) (do|. Because the cat states

of amplitude +« are approximately given by [¢o1) =~
(I8 +a) £ € |8 —a))/V2 where 3 is the displacement

from the origin, this expression can be written as

Xo10 [¢0) (P1] + X101 |[61) (¢o] =

E@%;EEQ5+aMB+a%ﬁﬁ—aﬂﬁ_aD

4 X010gX101 1B+ a) (B —ql (13)

_X010;X101 |ﬁ—a><5—|—a|

The first term on the right-hand side induces bit flips
(logical Pauli X) at a rate proportional to | X¢10+X101|?
within the cat qubit manifold. The second and third
terms induce transitions between the coherent states cor-
responding to phase flips (logical Pauli Z;,) at a rate pro-
portional to |Xo19 — X101|2. In other words, these last
two terms lead to tunneling between the two wells of the
metapotential. As expected from the discussion in Sec. 1
and shown in Fig. 4 (a), this rate decreases exponentially
with increasing drive amplitude (dark blue line) [11, 69].

This noise bias is significantly reduced when higher
levels are considered [36-38], something that is captured
in the Floquet-Markov master equation of Eq. (7) by the
incoherent or coherent addition of transitions before and
after level kissings. For example, before kissing, the two
heating processes from the states at the bottom of the
well, {|¢o) , |¢1)}, to the next pair of states, {|¢p2),|d3)},
are accounted for in Dj, by an incoherent sum of dissipa-
tors, k(A210)D[ X210 |p2) (D1]]+K(A301)D[ X301 |h3) (P0]]-
As discussed above, upward transition to states that have
not yet kissed leads to tunneling across the double well
potential happening here at a rate oc |Xa10/|? + | X301/?
given by the dark blue line in Fig. 4(b). This effect is il-
lustrated in Fig. 5(a) which shows how the coherent state
|8 4+ «), initially localized in one well of the metapoten-
tial, transforms under the action of this incoherent sum
of dissipators, resulting in a mixture of states localized
in the two wells.

After spectral kissing of e; and €3, the above two
transitions coherently add contributing to D, as
R(Aglo)'D[Xglo |¢2> <¢1| + X301 ‘¢3> <¢0H As illustrated
in Fig. 5(b), the action of this joint jump operator
on |f 4+ a) no longer leads to delocalization across the
metapotential. To understand this we express the Flo-
quet modes |¢2 3) as superpositions of states localized in
each well

|628) = (D(B+ ) [1) F e D(B—a) 1)/v2, (14)

where D is the displacement operator and |1) is the one-
photon Fock state [20]. Using this expression to perform
a similar decomposition as in Eq. (13), we find that the
above dissipator generates two types of processes. First,
it contributes to intrawell leakage |8 + o) — D(S+a)|1)
at a rate o< | X210 + X301]? &~ |X210]? + | X301/%. Second,
it contributes to interwell tunneling |3+ «a) — D(8 F
a)|1) at a rate o< | X210 — X301]%. Crucially, this interwell
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FIG. 5. Wigner distributions illustrating how the ac-

tion of the dissipator affects the initially localized coher-
ent state |8+ «a) (indicated by the black circle). (a) At
€q/2m = 1.5GHz, before the spectral kissing, the jump
operators L1 = X210 |¢2> <(]51| and L2 = X301‘¢3> <¢0|
act incoherently. — The resulting state is pip1 + p2p2,
where p12 = Li2|B8+ ) <6+oc|L;2/p172 and p1o2 =
B+ «f lA}LQﬁl,g |8+ a). The state becomes delocalized
across the double-well. (b) At e4/2m = 2.5 GHz, after the
kissing, the jump operators interfere coherently. The result-

ing state is L |8 + a) /\/(ﬂ +a|LTL|B + a) with L = L1+Lo,
preserving localization in the original well.

transition rate is exponentially suppressed as the drive
amplitude increases beyond the kissing point, as shown
by the red line in Fig. 4(a), and further supported by
analytical results presented in Appendix D. The intrawell
leakage rate, though, is not suppressed; see the dark blue
line in Fig. 4 (b).

If the high-energy Floquet modes were limited to |¢2)
and |¢3), tunneling across the double-well barrier would
remain exponentially suppressed after the first kissing
event, as shown by the light blue line in Fig. 4(a). How-
ever, the master equation (7) accounts for dissipators
connecting |¢2 3) to higher modes, causing the above
scenario of tunneling through higher levels to repeat.
Before each new spectral kissing, an incoherent sum of
dissipative pathways enables tunneling. After the kiss-
ing, interference between two competing transitions sup-
presses tunneling, leading to only intrawell leakage; see in
Fig. 4(a) how further matrix-element differences become
suppressed with 4.

D. Tunneling and coherence times of the Kerr-cat
qubit

We now turn to the main results of this section: (1)
Under the single-mode approximation of Eq. (4), the tun-
neling time increase in a staircase-like fashion and con-
tinues to grow with drive amplitude without saturation;
and (2) the tunneling time does not coincide with the
Kerr-cat coherence time Tz, which initially increases but
then decreases as the drive amplitude is further increased.
Figure 6(a) shows the Kerr-cat tunneling time as a func-
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FIG. 6. (a) Tunneling time of the Kerr-cat qubit extracted
from time dynamics (dark blue) and the inverse of the Lind-
bladian gap (red). The coherence time, defined by the initial
decay of the logical Pauli operator X, = |8+ a) (8 + a| —
|8 — ) (B — «al, is shown in light blue. Dashed vertical lines
mark the drive amplitudes corresponding to spectral kissing
events. (b) Time evolution of the expectation value of X,
for an initial state |8+ «) at drive amplitude £q4/27 = 3.5
GHz. Red and light blue dashed lines indicate exponential
fits at short and long times, respectively. (c) Intrawell leak-
age probability as a function of time for three values of drive
amplitudes. System parameters are identical to those used in
Fig. 3. The bath parameters are taken from Ref. [39], with
J(wq) = 796 kHz and T'(wq) = 350 mK; at other harmonics
J(wq/2) = 7.96 kHz and T'(wq/2) = 50 mK.

tion of drive amplitude, obtained from two methods: i)
the discrimination of the time-evolved distribution of the
coherent states |5 £ «) spanning the cat states (blue cir-
cles) and ii) the smallest gap of the Lindbladian (7) (red
triangles). The agreement between these approaches is
excellent.

In the first method, for each value of the drive ampli-



tude 4, the system is initialized in one of two coherent
states, |8+ «a) or |f — «), constructed from superposi-
tions of the lowest Floquet modes |¢p) and |¢1). These
coherent states are then evolved under the Floquet-
Markov master equation Eq. (7). At each time step, the
Husimi Q distributions of these evolved states are com-
puted and used to construct the log-likelihood function
from which the assignment error of a hypothetical hetero-
dyne measurement is evaluated. By analyzing the time
dependence of the assignment error and fitting it to an ex-
ponential decay, we obtain the tunneling time. This pro-
cedure closely mirrors the experimental approach used
to measure tunneling via heterodyne detection [30, 32—
34]; see Appendix C for details. In the second method,
the tunneling time is obtained as the inverse of the Lind-
bladian gap, which defines the slowest relaxation rate in
the system. It is obtained from the diagonalization of
the Lindbladian on the right-hand side of Eq. (7) in the
Floquet-mode basis.

In agreement with experimental observations [30, 32],
we find in Fig. 6(a) that the tunneling time increases in a
staircase-like manner with the drive amplitude, with each
plateau ending precisely at a spectral kissing point (verti-
cal dashed lines). We also observe occasional very sharp
features in some of the plateaus. These features originate
from accidental degeneracies in the Floquet spectrum—
for instance, near €4/2m ~ 4.4 GHz, the transition fre-
quency Ag, 12, coincides with the degenerate pairs Ay g
and As 7, which leads momentarily to enhanced leak-
age. Importantly, however, there is no hybridization of
the Floquet modes, as the quasienergies involved do not
cross each other. As a result, the impact of these acci-
dental resonances on the tunneling time is minimal.

Importantly, these results do not rely on a per-
turbative expansion in the nonlinearity or the drive
strength. Rather, it follows from minimal assumptions:
the single-mode approximation of the system Hamilto-
nian of Eq. (4) and the standard approximations of weak,
short-time correlated dissipation. Interestingly, the stair-
case behavior can also be reproduced within a pertur-
bative framework, based on an expansion of the cosine
nonlinearity and an effective Lindbladian derived by re-
taining terms beyond the standard rotating-wave ap-
proximation [39]. However, both approaches—the exact
single-mode treatment presented here and the perturba-
tive analysis—fail to capture the sharp decrease in tun-
neling time observed at large drive amplitudes.

We also find that the tunneling time differs dramat-
ically from the coherence time Ty of the Kerr-cat, as
defined by the decay time of the expectation value
of the logical Pauli operator X, = [+ a)(8+«a| —
|8 — a) (8 — | at short times; see the light blue squares
in Fig. 6(a). Indeed, the latter quantity rapidly reaches
a maximum value and does not show the characteristic
staircase behavior of the tunneling time. As shown in
Fig. 6(b), the expectation value of X exhibits a two-
stage decay: an initial drop over a timescale T (light
blue dashed line), followed by a much slower decay gov-

erned by the tunneling time (red dashed line). These two
timescales coincide at low drive amplitude—specifically
before the first spectral kissing, see Fig. 6(a) where
Tz matches the tunneling time before the first vertical
dashed line-but begin to differ as the drive amplitude in-
creases beyond that point. This difference arises because,
although interwell tunneling is strongly suppressed as eq4
increases, the intrawell leakage rate continues to grow, re-
ducing the occupation probability of the coherent states.
This is illustrated in Fig. 6(c), which shows the intrawell
leakage probability as a function of time for three values
of drive amplitude. Here we define the leakage probabil-
ity as p+ — pg+a, where pgi, is the probability of oc-
cupying the coherent state |8 &+ «), and p+ denotes the
probability of being on the side of phase space where
the coherent state |8 + «) is localized. Intrawell leakage
accumulates over time and saturates at a value that in-
creases with drive amplitude. Further details about this
leakage probability can be found in Appendix C.

Finally, we note that the absence of any breakdown in
the resulting tunneling time at large drive amplitudes,
despite the minimal assumptions used here, suggests a
limitation in one of our underlying approximations. In
Sects. III and IV, we show—using the same general for-
malism presented in this section—how the multimode na-
ture of the circuit leads to a breakdown of the tunneling
time at moderate photon number.

E. Heating and drive-induced dissipation

In Sec. IIC, we have discussed processes associated
with the absorption of a photon at wy/2 from the bath
and contributing to interwell tunneling and intrawell
leakage, such as | X210|? and |X301|2. Here, we describe
other heating processes that limit the coherence and tun-
neling times of the Kerr-cat qubit and explain the roles
of the spectral density and the effective temperature.

In addition to the processes discussed above, the en-
vironment can induce leakage near wy, where the spec-
tral density J(w) peaks—see Fig. 2(d)—despite smaller
associated matrix elements. In particular, the matrix el-
ements Xgp4+1 and Xsi41 correspond to transitions that
connect states of the same parity, such as |¢g) — |¢p2)
and |¢p1) — |¢3). Before the first spectral kissing, these
transitions contribute to tunneling with a total rate given
by

) (1 Xz 4 X1 () (1 X014 X ).

(15)
The first term corresponds to photon absorption from the
bath at frequency wy and is present even at zero drive
amplitude. Indeed, in the limit ¢4 = 0, the associated
Floquet matrix elements reduce to the charge matrix ele-
ments (0|7|2) /n,pr and (1|72]3) /n,pr between bare SNAIL
states |i). These matrix elements are small but nonzero—
of order 1072 for the parameters used here—reflecting
the fact that the double-SNAIL Hamiltonian Hy does
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FIG. 7. Tunneling time as a function of the drive ampli-
tude for different bath spectral densities and temperatures.
(a) Fixed temperature with three different spectral densities
J(w). (b) Zero temperature with three different spectral den-
sities J(w). (c) Fixed J(wq) with three combinations of bath
temperatures T'(wq/2) and T'(waq). The specific values of J(w)
and T'(w) are indicated in the plots.

not have parity symmetry. Increasing the drive ampli-
tude, the matrix elements |Xo01|? + | X311|? are further
enhanced; see the blue dashed line in Fig. 4(b). This is
supported by analytical results presented in Appendix D.
Importantly, this leakage mechanism is absent in cir-
cuit implementations that preserve parity symmetry—
i.e., those for which the Hamiltonian is invariant under
n— —n and ¢ — —p—such as symmetric SQUID-based
designs [11, 70].

On the other hand, the second term of Eq. (15) cor-
responds to a more subtle drive-induced emission to the
bath at frequency wy which persists at zero temperature.

As shown by the dotted yellow and brown lines in
Fig. 4(b), the corresponding matrix elements vanish as

eq — 0 but grow by several orders of magnitude as ¢4
increases. Perturbative expressions for these rates are
given in Appendix D. This type of drive-induced emis-
sion to the bath occurring concurrently with qubit leak-
age has been shown to be a limiting factor for dispersive
readout in the high-frequency regime [51, 52].

For the bath parameters used in Fig. 6—taken from
Ref. [39]—we find x(wq)/k(wa/2) ~ 10%. As a result, we
find that

K(wa) (| X201 * + [ X311 [%) ~ r(wa/2)(| Xa10]* + | X301]%),

even though |X201|2 + |X311|2 > |X210‘2 + |X301|2; see
Figure 4. Moreover, these two rates are much larger
than k(—wq) (| X20-1]* +|X31-1|%), indicating that drive-
induced processes are negligible for this choice of parame-
ters. Importantly, these different rates depend sensitively
on the specific form of the spectral density and the bath
temperature at the relevant frequencies. For instance, in
the case of a flat spectral density and a constant temper-
ature over the whole frequency range, leakage would be
dominated by the heating process at wy/2 if T 2 20 mK.
In contrast, at lower temperatures, the dominant contri-
bution would come from drive-assisted processes.

As an illustration, Fig. 7 shows the tunneling time as
a function of drive amplitude, using the same system pa-
rameters as in Fig. 6, but with different values of the
bath spectral density J(wq) and temperatures T(w,) and
T(wgq/2). First, we find that both the overall scale of the
tunneling time and the heights of its staircase-like fea-
tures are highly sensitive to these parameters: decreas-
ing either J(wg) or the temperature increases the tun-
neling time, in agreement with the above discussion. In
panel (a), we vary J(wgy) while keeping J(w4/2) and both
temperatures fixed. As a result, we observe a transition
from a regime dominated by heating at wy (light blue)
to one dominated by heating at wy/2 (dark blue). The
red curve represents the intermediate regime, previously
discussed, where both channels contribute comparably.
A key signature of wg-induced heating is the gradual de-
crease of the first plateau, rather than a flat one. This be-
havior arises because the corresponding matrix elements
| X201 |2+|X311]? grow with drive amplitude, as seen in the
blue dashed line of Fig. 4(b). In panel (b), we consider
the zero-temperature limit with T'(w) = 0 for all frequen-
cies such that that drive-induced processes constitute the
sole heating mechanism. In this regime, the plateaus
between kissing events have a steeper decline with in-
creasing drive amplitude due to the strong enhancement
of the relevant matrix elements (| Xa0_1]%+|X31_1|% and
| X40-1|*+|X53-1|%) with drive amplitude, as shown by
the orange and brown dotted lines in Fig. 4(b). Panel
(c) shows a similar effect as in (a), but now by varying
the temperatures at wy and wq/2 while keeping the spec-
tral density fixed. The dark and light blue curves again
highlight regimes where heating at w,/2 dominates, while
the red curve is reproduced from (a) for comparison.



IIT. BUFFER MODE

The single-mode approximation of Eq. (4), when com-
bined with a Floquet-Markov treatment and the full non-
linear SNAIL potential, captures many key features of
the Kerr-cat qubit. In particular, it reproduces spec-
tral kissing and the staircase-like growth of the tunnel-
ing time with increasing drive amplitude. However, it
fails to capture the breakdown of this staircase structure
observed at large drive amplitudes. A key limitation is
the absence of spectral resonances within the single-mode
spectrum that could mediate leakage out of the cat man-
ifold. These resonances have been identified in previous
work as the main mechanism behind ionization in highly-
excited hydrogen atoms [42] and in driven superconduct-
ing circuits [43, 44, 46-50, 62, 71, 72]. As a result, the
one-mode model does not reproduce the experimentally
observed sudden decrease in tunneling time.

To address this limitation, we now reintegrate the
buffer mode into our description of the system and in-
vestigate its impact on the Kerr-cat qubit. Our start-
ing point is the exact displaced-frame Hamiltonian of
Eq. (3), which includes the interaction between the cat
mode and the buffer. For experimentally relevant param-
eters—specifically, a buffer-drive detuning of |Apg|/27 =
lwpy — wql|/2m =~ 285MHz and a coupling strength of
g/2m =~ 100 MHz—this interaction leads to a dispersive
shift of approximately 2.56 kHz between the buffer and
the double-SNAILs oscillator [30, 31, 33]. As we show
below, this additional degree of freedom introduces the
resonant processes missing from the single-mode model
and results in the breakdown of the staircase behavior.

A. Impact of the buffer mode on the Floquet
spectrum

The analysis follows the same steps as above, with the
particularity that special care must be taken in identify-
ing the dressed states of the joint SNAIL-buffer system.
To do so, we begin by diagonalizing the undriven Hamil-
tonian,

Hgy = Hy + wylay + ign(a) — ap), (16)

yielding a set of dressed eigenstates {|\)} with corre-
sponding dressed energies {F\}. Following Ref. [45], we
label the spectrum by first identifying the dressed states
{|is,0p)} with is excitation of the SNAIl and zero ex-
citation of the buffer mode by comparison to the bare
states with no buffer excitation. We then apply dlt to
each of these dressed states to generate candidates for
the {|is, 1p) } states, selecting those among the remaining
{|A)} with the largest overlaps. This iterative process
is repeated to construct and label the higher-excitation
states {|is, jp)}. As in the previous section, we truncate
the Hilbert space to include 160 levels in the double-
SNAIL mode and up to five excitations in the buffer
mode.

10

Working in the displaced frame, we then include the
drive on the double-SNAILs mode as in Eq. (3) and ob-
tain the Floquet spectrum as a function of the drive am-
plitude following the procedure discussed in Sec. II using
a step-size increment of de4 /27 = 2.5 MHz in the tracking
of the spectrum; see Ref. [47] for a discussion of the choice
of increment dey4. In this extended system, the cat states
correspond to the Floquet modes |¢o, o,) and |¢1, 0,). To
facilitate comparison with the single-mode approxima-
tion, we show in Fig. 8(a) the Floquet spectrum (folded
at wg/2) for the lowest modes with zero buffer excita-
tion (full lines), alongside three relevant modes with one
buffer excitation (dashed lines).

As in the single-mode approximation, for drive am-
plitudes up to e4/2m ~ 3.4GHz we recover the spec-
tral kissings involving, for example, the quasienergy
pairs(ez, 0,,€3,.0,) and (€4, 0,,€5,,0,); see the circles.
However, avoided crossings emerge between low-energy
quasienergies without buffer-mode excitation and higher-
energy states involving one buffer-mode excitation.
These features are marked by squares in panel (a) and
shown in detail in the zoomed-in view of panel (b). The
first anticrossing is between €7, o, and €17, 1, at q4/2m =~
3.4 GHz —corresponding to (@g(1)] ata |doc1)) ~ 12 pho-
tons in the cat manifold. Similar avoided crossings oc-
cur between €5, o, and €15, 1, at €q/2m ~ 4.29 GHz, and
between €3_ o, and €12, 1, at €4/27 ~ 4.81 GHz. Impor-
tantly, each of these features interrupts a spectral kissing.

Crucially, the three avoided crossings highlighted
above are not the only ones present, but merely those
resolved with the finite step size de of drive ampli-
tude used in our Floquet spectrum tracking. Indeed, in
the absence of any selection rule, as is the case here,
there is finite coupling between all pairs of quasienergies,
such that crossings are generically replaced by avoided
crossings. Thus, when the quasienergies indicated by
the gray dashed lines in Fig. 8(a) intersect with low-
lying quasienergies, they in fact form avoided crossings
which are not resolved here. These involve hybridization
between higher-lying states—such as |13;,13), |144, 15),
and |16, 1,)—and lower-lying states involved in spectral
kissing, and they occur densely within the drive range
eq/2m € [2.8,5] GHz. While their splitting are small,
on the order of ~ 10kHz as in those shown in Fig. 8(c),
their presence nonetheless has significant consequences
on the tunneling time, as further discussed in the next
subsection.

These avoided crossings can be resolved despite their
small gap size because they are wide: the involved
quasienergies remain nearly parallel over a broad range
of drive amplitudes, so their relative separation evolves
slowly compared to the size of the step-size increment
deq/2m = 2.5MHz. As a result, the modes hybridize
appreciably over an extended range of drive amplitude,
even if the eigenstate labels do not swap at the avoided
crossing. Further reducing the step-size increment in the
tracking, although possible, is not necessary for resolving
these features, and we avoid it due to its computational
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FIG. 8. (a) Spectral kissing of the quasienergies in the presence of the buffer mode. Solid lines indicate quasienergies without
buffer excitation, while dashed lines correspond to modes with one buffer excitation. (b) Detailed view of three avoided crossings
highlighted by squares in panel (a) and which interrupt the spectral kissing of low-lying quasienergies. (c) Wigner functions of
the modes |¢4, 0,) (left) and |¢s, 0,) (right) near the avoided crossing at £4/2m = 4.81 GHz.

cost.

The importance of these avoided crossings is that at
any one of them, no superposition of the Floquet modes
involved in kissings can be localized within a single well
of the Kerr-cat metapotential. This is illustrated in
Fig. 8(c) which shows the Wigner distributions of the
Floquet modes |¢4, o,) and |@s, 0,) at €q4/27 = 4.81 GHz
corresponding to the avoided crossing between €5, o, and
€15,.1,- Prior to the avoided crossing, |¢s, 0,) is approxi-
mately related to |¢4,,0,) by a displaced parity transfor-
mation; as a result, their superpositions yield states of
the form D(8 £ «) |n = 2), which are localized in a sin-
gle well [20]. At the avoided crossing, however, |¢s, o,)
becomes significantly hybridized with a higher-energy
mode—as manifested by its Wigner distribution—and
can no longer be combined with |¢4, 0,) to produce a
well-localized state.

The avoided crossings, along with the resulting succes-
sive interruption of spectral kissing, are the result of the
ac-Stark shifts of the energy levels as well as the mod-
erate detuning between the buffer mode and the drive
frequency. To illustrate this, we focus on the avoided
crossing between 7,9, and €17, 1,. In the absence of a
drive, the energy difference between the corresponding

dressed states is approximately
E17s,1b — E7s,0b ~ GWd + Abd — (17 -16 — 7 . 6)K, (17)

where the last term arises from the self-Kerr nonlin-
earity which is here K/27 = 1.18 MHz. This expres-
sion shows that, in the presence of a drive, these two
states can become resonant (modulo wy) if the ac-Stark
shift is strong enough to compensate for the detun-
ing Apg — (17 - 16 — 7 - 6)K. This situation is likely
to occur for this or other transitions when Ayy > 0,
as considered here and as is the case in recent experi-
ments [30, 34]. This is because the drive induces a nega-
tive ac-Stark shift to the transition from E;_ o, to Ej, 1,
for js > is, leading to a multiphoton resonance condi-
tion whenever Apg 2 [js(4s — 1) — is(is — 1)]K. For
the range of drive amplitudes considered here, detunings
Apg—[js(Gs — 1) —is(is — 1)] K of ~ 27 x 100 MHz or less
are problematic, as the ac-Stark shift can bridge that gap
at moderate drive amplitudes. In the single-mode case,
these types of resonances cannot occur as energy differ-
ences like F17, — E7, ~ bwy — (1716 — 7-6) K cannot be
compensated by the negative shift induced by the drive.
The preceding discussion immediately suggests that no
avoided crossings would be found in our range of drive
amplitudes when Ay < 0. This simple strategy is con-



firmed in Appendix E2 to save the Kerr-cat qubit from
crashing.

Moreover, because a small Kerr implies a slowly
increasing ac-Stark shift with growing e4, the near-
resonance condition can persist over a wide range of drive
amplitudes. As a result, even a weak dispersive interac-
tion can lead to strong hybridization between these Flo-
quet modes. A similar argument explains the other two
avoided crossings highlighted in Fig. 8. Importantly, cap-
turing this hybridization accurately would be difficult—
if not impossible—using a perturbative expansion of the
nonlinearity; see also Refs. [42, 47]. In Appendix E1,
we show that the leading-order process responsible for
the coupling between |¢7, o,) and |¢17,,1,) arises only at
seventh order in the expansion of the nonlinear potential
around its minimum.

These unwanted resonances between low-energy and
high-energy Floquet modes underscore the importance
of considering the joint dynamics of the double-SNAIL
and the buffer mode, highlighting the limitations of the
single-mode approximation. As we show below, the hy-
bridization of the SNAIL mode with the buffer mode im-
pacts the tunneling time of the Kerr-cat qubit.

B. Impact of the buffer mode on tunneling time

We extend the Floquet-Markov formalism introduced
in Sec. II to account for the fact that the SNAILs and
the buffer mode are coupled to distinct environments.
The master equation now includes two types of dissipa-
tive channels, associated with the matrix elements of the
SNAIL charge operator

T

s 'Lkwdt
uvk —

O

W] i@ —a) |o, (1) dt, (18)

and the buffer charge operator

T
Xho =7 [t @uolita] - an)on0) . (19)
0

In these expressions, each index p and v labels a pair
(is,jp) of SNAIL and buffer excitation. The first type
of matrix elements, X? ., describes dissipation due to
the intrinsic bath of the double-SNAIL accounting, e.g.,
for dielectric losses. Importantly, in contrast to the
similar-looking expression Eq. (10) in the single-mode
approximation, this bath is not filtered by the buffer
mode. We therefore consider a flat spectral density
Js(w) = O(w) x 7.98kHz and a single effective temper-
ature of Ts = 50mK. The second type of matrix ele-
ments, X? vk describes coupling of the buffer mode to
its environment, dominated by the coupling to the drive
line. This bath is likewise assumed to have a flat spectral
density Jp(w) = 6(w) x 798kHz and a constant effective
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temperature of T, = 350 mK. The specific numerical val-
ues for the spectral densities and temperatures are chosen
so that the dissipative dynamics considered in Sec. IT are
recovered in the single-mode approximation.

With these definitions in hand, we now follow the ap-
proach discussed in Sec. IID and compute the tunneling
time as a function of drive amplitude from the assign-
ment error, as shown in Fig. 9(a). For drive amplitudes
below €4/27 ~ 2.89 GHz, the tunneling time exhibits
a staircase-like increase thanks to the spectral kissing
of the lowest-lying quasienergies and the induced inter-
ference of dissipative processes, just like in the case of
the semiclassical treatment of the buffer mode in Sec. II.
For larger drive amplitudes, where the spectral kissing is
interrupted by avoided crossings, the tunneling time is
considerably affected. Figure 9(b) shows the tunneling
time in the range €4/2m € (2.75,5) GHz. This is accom-
panied in panel (c¢) by the fidelity of the Floquet track-
ing (|(¢ulealldulea+de4])|?), which measures the squared
overlap between each Floquet mode before and after each
drive increment, and in panel (d) by representative Flo-
quet matrix elements | Xkl = X}, k|- While we focus
here on matrix elements of the ﬁrst type, we note that
the second type, X?° ks exhibits similar features.

At e4/2m =~ 2.9 GHz, a sharp dip is observed in the tun-
neling time. As shown in panel (c), this coincides with
a sudden drop in the tracking overlap of |¢s, o,), which
hybridizes with |¢15, 1,). Consequently, the matrix ele-
ments connecting |¢s, o,) to higher-energy modes—dark-
blue, light-blue, and solid-blue lines in Fig. 9(c)—rise
sharply. Although hybridization between these states is
relatively weak at this particular value of e4—on the or-
der of 2%, as shown by the blue line in Fig. 9(c)—it is
sufficient to disrupt the staircase-like increase of the tun-
neling time because the transition between the modes
|p2..0,) and |¢s3, 0,) is no longer suppressed, as the hy-
bridization interrupts the coherent interference of jump
operators shown, e.g., in Fig. 5. Moreover, there is a
significant increase in the transition rates to high-energy
modes. As shown in panel (d), the Floquet matrix ele-
ments | X, 3| between (35,0,) and (124,1;) (dark blue
line), (144,1p) (red and light blue lines), and (16, 1;)
(blue line) increase by several orders of magnitude.

Above e4/2r =~ 2.9GHz, the tunneling time ex-
hibits a sharp increase followed by a new plateau,
due to spectral kissing between ey, o, and €5, 0,—a
behavior reminiscent of the single-mode case. How-
ever, this plateau is interrupted several times whenever
one of the low-lying modes—namely, |0s,0,) through
|55, 0p)—hybridizes with higher-energy states. For in-
stance, at e4/27 ~ 3.19 GHz the mode |¢4, o,) hybridizes
with |¢16,,1,) leading to the dip in the tracking fidelity of
the former, as shown by the blue curve of Fig. 9(c). This
hybridization not only disrupts the suppression of tunnel-
ing between |¢4, 0,) and |Ps, 0,), but also enhances ma-
trix elements connecting |¢4, o,) to high-energy modes,
as shown by the yellow and brown curves in Fig. 9(d),
ultimately resulting in a pronounced drop in tunneling
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time.

Interestingly, the hybridization between |¢7, o,) and
|¢17,,1,) discussed in Sec. IITA and highlighted here by
the large dip in tracking fidelity (brown curve) in Fig. 9(c)
does not lead to a sharp drop of the tunneling time since
the quasienergies €7, o, and eg_, have not yet kissed at
ea/2m = 3.4 GHz. As aresult, leakage to these states lim-
its the tunneling time independently of their hybridiza-
tion with other higher-energy modes.

Subsequent dips in tunneling time are caused by
further resonances, including hybridizations between
|2, .0,) and |p14, 1,), and between |3,,0p) and |p13, 1,)-
Beyond e4/27 &~ 4.3 GHz, these hybridizations become
sufficiently strong—as illustrated by the yellow, dark
blue, light blue, and red curves in Fig. 9(c), and the corre-
sponding matrix element enhancements in Fig. 9(d)—to
successively erode the staircase-like growth in tunneling
time.

The overall decrease in tunneling time—punctuated
by sharp dips—as a function of drive amplitude be-

yond a certain threshold was experimentally observed in
Ref. [34], but its origin has remained an open question
until now. Our results suggest that the cause of this ob-
servation is the same type of multiphoton resonance that
leads to ionization of the hydrogen atom and the trans-
mon qubit.

IV. SNAIL ARRAY MODES

In the previous section, we demonstrated that includ-
ing the buffer mode in the circuit description led to a
breakdown of the staircase pattern of the cat’s tunnel-
ing time with increasing drive amplitude. In this section,
we explore the role of internal degrees of freedom of the
SNAIL circuit that we have dropped in the single-phase
approximation of Eq. (5). These are high-frequency col-
lective modes of the double SNAIL which we have so far
implicitly assumed to remain in their ground state. In the
context of fluxonium qubit readout, similar array modes



have been theoretically shown to give rise to additional
multiphoton resonances involving excitations of the array
and to lower the onset of measurement-induced transi-
tions [72]. Furthermore, once populated, these modes
contribute to dephasing over long timescales [61, 72],
something which can significantly degrade the coherence
time of the Kerr-cat qubit [36, 73]. Here, we show that
although the array modes can in principle lead to mul-
tiphoton resonances and reduction of the coherence time
to those induced by the buffer mode, under the param-
eters considered here, the presence of these modes does
not lead to detrimental resonances at large drive ampli-
tudes, and, therefore, does not lead to a reduction of
the tunneling time. Moreover, these resonances mainly
arise from a quadratic coupling induced by ground ca-
pacitance, which can be carefully engineered to remain
negligible.

In the double-SNAIL circuit of Fig. 2(a) there are six
interacting array collective modes. The lowest-energy
mode corresponds to the one retained in the single-
phase approximation of Eq. (5). Expressed in terms
of the reduced fluxes across the six large junctions of
the two SNAILS, {6;}S_,, the phase variable of this
mode is given by ¢ = 2?11 6;, and we refer to it
as the symmetric mode. The remaining five collective
modes are nonlinear oscillators with fundamental fre-
quencies around the plasma frequency of the large junc-
tions, \/8Ec,Ey, which is much higher than the fre-
quency woi /27 ~ 6.094 GHz of the symmetric mode [60].
Owing to this large detuning and typically weak cou-
pling, they generally interact with the symmetric mode
only dispersively [60, 61, 72].

However, one of these modes stands out due to its
comparatively lower plasma frequency and significantly
stronger charge coupling to the symmetric mode [60, 61,
72]. To keep the analysis tractable while capturing the
dominant effect, we retain only this mode. Its phase co-
ordinate is defined in terms of the reduced fluxes across
the large junctions as ¢_ = 61 +602+03—(64+05+0s) and
changes sign under exchange of the two SNAILs; accord-
ingly, we call it the antisymmetric mode. The Hamilto-
nian describing the coupled symmetric and antisymmet-
ric modes reads

H,o =AEcA? + 4BEch2 + ghn_

— 6F; cos <g> cos (i;) (20)
— 2aF; cos (i + (px> cos (%) ,

where [ is a factor relating the two capacitive energies.
The two modes are coupled both through the cosine non-
linearities and via the quadratic term gnn_, which arises
from stray ground capacitances in the array; see Ap-
pendix F for details.

In the presence of a drive, whenever the antisymmetric-
mode frequency lies near an integer multiple of the drive
frequency, the Hamiltonian H,, can lead to similar mul-
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tiphoton processes than those in the case of the buffer
mode that disrupt the spectral kissing and the coherence
of the Kerr-cat qubit. Indeed, H,, can be rewritten as

) Ejy_
H,, =AEch? + 48Ech® + %@2_ + ghf_

— 6F; cos (g) — 2aFj cos <<§ + @z) (21)

+ I;[nl.,f + I:Inl. coupl.

This Hamiltonian as the same form as in the buffer-mode
case except for the nonlinear interaction of the extra
mode Hyy. ., which does not play an important role, and
a weak nonlinear coupling ﬁnL coupl.- Here we have in-
troduced the effective Josephson energy of the antisym-
metric mode

1 min « min
E;_=FE; [6 cos (7806 ) + 3 cos (@2 Jr%m)}

~ 016EJ,

and we choose parameters such that 8 = 16.1, which
sets the plasma frequency of the antisymmetric mode to
w_ = 4/8BEcE;_ ~ 2m x 24.43GHz ~ 2w,4. Far from
this frequency and for small to moderate g, the spec-
trum remains free of unwanted resonances. To probe a
worst-case scenario, we set g/2m = 100 MHz, making the
capacitive coupling the dominant interaction.

As in the previous section, we first diagonalize the
Hamiltonian in Eq. (20) to obtain the dressed eigenstates
{lés,7a)}, where is and j, label excitations in the sym-
metric and antisymmetric modes, respectively. We then
add the drive to the symmetric mode and compute the
Floquet spectrum as a function of drive amplitude, shown
in Fig. 10(a). As with the case of the buffer mode, the
pairwise spectral kissing among the quasienergies €, g,
is interrupted by avoided crossings with quasienergies
€m.,1,- Here, for clarity, we have chosen to label the
Floquet spectrum following the asymptotic modes across
each crossing. We also note that, just like with the buffer
mode, there are no selection rules: all crossings seen in
Fig. 10(a) are actual avoided crossings.

This spectrum reveals two key differences compared
to the case of the buffer mode. First, for drive am-
plitudes above ~ 4.2 GHz (shaded area), there are no
avoided crossings disrupting the quasidegenerate pairs
0-1, 2-3, 4-5, and 5-6, which implies that the tunnel-
ing time should remain long throughout this range. Sec-
ond, at lower drive amplitudes, hybridization with the
antisymmetric mode involves only low-lying symmetric
states. In contrast, in the buffer-mode case, the Kerr-cat
is excited to high-energy levels, resulting in significant
leakage out of the metapotential double well.

Moving on to the dissipative dynamics, we use the
same Floquet—Markov master equation as in Sec. II. Since
the drive port couples much more strongly to the sym-
metric mode than to the higher-energy modes [61], we as-
sume only the symmetric mode to be lossy, coupled to the
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(b) The corresponding tunneling time as a function of drive
amplitude.

environment via the charge operator n. We take the same
environment spectral density and frequency-dependent
temperature as in Sec. II. Figure 10(b) shows the tunnel-
ing time as a function of drive amplitude, computed from
the assignment error probability. As before, it exhibits
a staircase-like increase interrupted by sharp dips associ-
ated with resonances in the Floquet spectrum. A promi-
nent dip occurs at £4/27 ~ 1 GHz due to the resonance
between (15,0,) and (25,1,). Crucially, however, the
tunneling time does not collapse as it does in the buffer-
mode case. For this set of parameters, in the high-drive
regime e4/27 2 4 GHz (shaded area)—where resonances
would be most detrimental—there are no resonances in-
volving the relevant quasidegenerate quasienergy pairs.
As aresult, the tunneling time continues to increase with-
out disruption. Moreover, for small ground capacitances
and thus small g (e.g., < 27 x 10 MHz), multiphoton res-
onances with the array modes become very weak. We
therefore believe they are not responsible for the break-
down of the staircase pattern observed in Ref. [34].
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V. CONCLUSION

We show that, within the single-mode approximation,
the staircase pattern of the Kerr-cat qubit’s tunneling
time persists up to high drive amplitudes. In other words,
the Kerr-cat qubit is intrinsically robust. This conclu-
sion is reached by using a Floquet—-Markov master equa-
tion that accounts for quasidegeneracies in the spectrum
and treats nonperturbatively both the Josephson junc-
tion nonlinearity and the drive. In this framework, the
plateaus in tunneling time as a function of drive am-
plitude arise from the coherent addition of dissipative
transitions between quasidegenerate level pairs: at each
spectral kissing point, tunneling between the wells of the
metapotential is suppressed due to destructive interfer-
ence between two relaxation pathways. Furthermore, we
find that the tunneling time does not reliably indicate
the Kerr-cat qubit’s coherence time Tz, which is deter-
mined from the initial decay of the logical Pauli operator
Xp=I[f+a)(B+al—|f—a)(B—al

To reproduce the experimentally observed breakdown
of the staircase pattern, we account for additional modes
present in the implementation of the Kerr-cat qubit.
Specifically, we consider the impact of the buffer mode
through which the Kerr-cat is driven, the collective ar-
ray modes of the double SNAIL used in the Kerr-cat
qubit circuit, and the presence of a stray geometric in-
ductance (Appendix G). For the parameters of the ex-
periment of Refs. [30, 34], we find that the presence of
these additional modes leads to multiphoton resonances
in the quasienergy spectra. This type of resonance is
understood to be responsible for ionization of highly-
excited hydrogen atoms [42] and drive-induced transi-
tions in transmon qubits [43-50]. Here, however, we
find that mainly resonances caused by the buffer mode
lead to a breakdown of the Kerr-cat’s staircase pat-
tern. This conclusion aligns with recent studies that
also identify multimode resonances as a limiting factor
to the performance of strongly driven superconducting
devices [51, 52, 72, 74]. Importantly, because the tun-
neling time depends on near-degeneracies among higher
excited levels, resonances involving those levels impact
Kerr-cat coherence. This is to be contrasted with the
case of the transmon where only resonances within the
computational subspace have a direct impact on ioniza-
tion.

These observations come with a silver lining: the ro-
bustness of the Kerr-cat qubit in the absence of the buffer
mode suggests that it should be possible to engineer the
system in a way that restores this intrinsic protection.
A key design element is the sign of the buffer—drive de-
tuning. Placing the buffer above the drive frequency
produces numerous resonances, whereas tuning it be-
low the drive suppresses them almost entirely; see Ap-
pendix E2. This asymmetry arises from the negative
anharmonicity of the double-SNAIL element. This sug-
gests an approach to save the Kerr-cat qubit from its
premature demise. Moreover, mitigating intrawell leak-



age—through, for instance, leakage-reduction techniques
[36, 75, 76]—can further extend both the tunneling time
and the coherence time Tz, narrowing the discrepancy
between them.

To further improve our predictions of the tunneling
time and their comparison to experiment, it would be
valuable to include 1/f noise by averaging over fluctua-
tions of the external flux around the operating point. In
practice, this involves computing the distribution of tun-
neling times obtained from the Floquet-Markov treat-
ment for different flux realizations. This form of noise
has been shown to affect primarily the initial rise of the
tunneling time, leaving its behavior at higher drive am-
plitudes essentially unchanged [30, 32]. As discussed in
Sec. ITE, having a more refined model—ideally informed
by experiments—of the spectral density seen by the sys-
tem would help more accurately match the height of
the plateaus of the staircase. Moreover, although some
avoided crossings may not affect the tunneling time when
the system is not biased near a resonance by the drive,
they still pose a problem for the adiabatic preparation of
cat states. All avoided crossings affecting the Kerr-cat’s
quasienergies €, o, and €1,,0, must be traversed rapidly
enough for the system to evolve diabatically. Landau-
Zener transition probabilities can be directly computed
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from the Floquet spectrum using the methods presented
here, which could inform future experiments.

Finally, although our analysis focuses on the Kerr-cat
qubit, the methods developed here apply broadly to any
strongly driven system with quasidegenerate spectra. Ex-
amples include superconducting circuits under subhar-
monic drives and subject to dissipation, as well as pro-
tected qubits operating in double-well potentials, where
quasidegeneracies similarly govern coherence and tunnel-
ing dynamics.
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FIG. 11.  Relative error in the energies obtained from nu-

merical diagonalization of the double-SNAIL Hamiltonian fIS
(see Eq. (5)), comparing results from the Fock basis and the
charge basis. Convergence with respect to the maximum
charge (nmax = 400) in 2 = 37" |n) (n| is verified inde-
pendently. The Fock basis is truncated at Newt = 250. As is
typical for periodic-potential Hamiltonians, diagonalization in
the Fock basis does not converge with increasing ncut; there-
fore, comparison with the charge basis is necessary to assess

accuracy.

Appendix A: Numerical details of the Floquet
analysis

In this Appendix, we provide additional numerical de-
tails supporting the simulations presented in Sec. IT of the
main text. The single-mode Hamiltonian H introduced
in Eq.(4) exhibits a 127 phase periodicity and should, in
principle, be diagonalized in either the charge or phase
basis. However, for experimentally relevant parameters,
the potential wells are sufficiently deep that diagonaliza-
tion in the Fock basis provides a spectrum nearly identi-
cal—up to numerical precision—to that obtained in the
charge basis, at least for the lowest ~ 160 energy levels,
see Fig. 11 . Given the convenience of the Fock basis for
phase-space representations, we adopt it throughout this
work.

Our numerical simulations employ a Hilbert space
truncated at 250 Fock states for diagonalization, from
which the lowest 160 energy levels are retained for
Floquet-state tracking. The relatively large Hilbert space
size is necessary due to the small Kerr nonlinearity of the
double-SNAIL mode, K /27 = 1.18 MHz. This weak non-
linearity allows the potential to support approximately
530 bound states, nearly all of which—except those close
to the top of the potential well —experience a posi-
tive ac-Stark shift. Truncating below this number in-
troduces an artificial negative Stark shift in the high-
est retained levels, causing resonances with lower energy
levels as the drive amplitude increases. Such truncation
effects can ultimately impact the low-lying levels crit-
ical for Kerr-cat physics. For instance, retaining only
120 levels introduces truncation errors for drive ampli-
tudes exceeding €4/27 =~ 8.5 GHz. Throughout this
work, we consistently retain 160 levels, which we have
verified are sufficient for drive amplitudes up to at least
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FIG. 12. (a) Floquet quasienergies of the lowest 100 modes
plotted as a function of drive amplitude. The lowest Floquet
modes it = 0 and g = 1 are indicated by dark blue and red
lines, respectively. (b) Same plot for the lowest 50 modes,
showing more clearly that the spectrum separates into two
bands centered at 0 and —wq/2 (mod wg), corresponding to
even and odd states. (c) Average photon number (a'd) in the
=0 (dark blue) and p = 1 (red) Floquet modes, shown as
a function of drive amplitude.

€q/2m = 10 GHz. A more thorough discussion on trun-
cation effects in strongly driven systems can be found in
Ref. [42].

In Fig. 12(a), we plot the Floquet spectrum as a func-
tion of drive amplitude, highlighting the first two Floquet
modes in dark blue and red, respectively. In Fig. 12(b),
we see clearly that spectrum shows two distinct bands:
one centered around zero energy modulo wy, correspond-
ing to the even Floquet modes, and another centered
near —wgy/2 modulo wy, associated with the odd Floquet
modes. In Fig. 12(b), we present the average photon
number (afa) for the two lowest Floquet modes, corre-



sponding to the cat states of interest. This allows map-
ping between drive amplitude and photon number (in the
laboratory frame) within the cat-state manifold.

Having computed the Floquet spectrum as a func-
tion of drive amplitude, we can relate it to quanti-
ties measured experimentally in Refs. [30-33]. In these
experiments, an additional weak probe tone 6H(t) =
¢ cos(wst)n = 00Q(t)n at frequency wg is used alongside
the squeezing drive. The oscillator field is monitored via
heterodyne detection, from which the tunneling time is
extracted [30, 33, 34|, as discussed in Sec. IID and Ap-
pendix C. Starting from coherent states |8+ ), tran-
sitions induced by the probe drive outside the metapo-
tential well manifest as increased heterodyne signal am-
plitude corresponding to the opposite phase-space region
(BF @) [30, 33, 34]. Here, we show that these transitions
rates and thus the measured heterodyne signal are di-
rectly proportional to the Floquet matrix elements X, 1.
Indeed, writing the total Hamiltonian as

Hyor(t) = H(t) + 6H(1),

with A(t) defined in Eq.(4) and following Ref. [77], the
transition amplitude from the coherent state |8 + ) =

(o) + 1¢1))/v2 to Floquet mode |¢,(t)) (1 # 0,1), at
first order of §H, is given by

(A1)

t
|< ()W) “Ok/o d85Q(s)eiAH°’“s

+ ZXN”“/O ds 6Q(s)etPumrs|
k

where [¢(t)) = Te iJo dsHoi) |53 4 o) is the instanta-
neous state. Thus, the probe drives transitions only when
ws = Apor or wy = Ay, with rates proportional to
X0k and X 11, respectively. Since heterodyne detection
discriminates well occupancy (left or right), only those
transitions that mediate interwell tunneling produce an
enhanced signal; states that undergo spectral kissing no
longer induce tunneling and thus become “invisible” to
this measurement scheme [30, 33].

(A2)

Appendix B: Partial secular Floquet Markov master
equation

In this appendix, we derive the master equation used
throughout this work by extending the standard Flo-
quet—Markov formalism [54, 55, 65] to accommodate
quasidegenerate spectra. We begin from the total sys-
tem-bath Hamiltonian

Htot + Zwlb b; +ngzpu (Bl)

where H(t) is defined in Eq. (4) of the main text, and
p = i(al —a) = A/nye and p; = i(b] — b;) are the
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(normalized) charge operators of the double-SNAIL and
each bosonic bath mode, respectively. This Hamiltonian
thus describes charge—charge coupling between the driven
SNAIL circuit and its electromagnetic environment; see
Fig. 2(a) and (c). Following Ref. [66], and working in the
interaction picture under the Born—Markov approxima-
tion, the master equation can be expressed as

+oo
- / dry g
0 i

x [Bl)pl(t—7)s ('t —7)p"p ()
—p"()p"(t — 7)pr)] + hec.

(B2)

Here, any operator O in the interaction picture is denoted
as O = U (t)OU(t) with

Ut) = Texp [—i /0 (

— U(t)e—it Z'i w,lA)IIA), .

s)+ Z w;bl b;)ds

(B3)

Assuming the bath is in a thermal state, the correlation
function becomes

pi)pi(t— 7)) =

. B4
nth<wi)ezwi‘r 4 (nth(w ( )

i) 4 1)e—iw,;7—7

where nth(wi) = 1/(ehwi/(kBT(wi)) -1
cupation of bath mode 3.

) is the average oc-

Equation (B2) can be applied to any time-dependent
system, as long as the dissipation is weak and exhibits
short-time correlations. Given the periodicity of the
Hamiltonian, H(t +T) = H(t), we can now simplify the
master equation by decomposing the charge operator into
the Floquet-mode basis at time ¢ as

P=_ (Dul®)p16u (1)) |64()) (6 (1)]

B5
=Y Xune 0, (8) (60 (1) (59)

prk

where the Fourier coefficients X,,; are defined in
Eq.(10). Since the modes at time ¢ are related to ¢t = 0

by |¢,(t)) = e»tTU(t), in the interaction picture the de-
composition becomes

T = Z X;wkeJriA”th |¢M> <¢V| y (BG)

uvk

where A, = €, — €, + kwq. Substituting Eqs.(B4) and
(B6) into Eq.(B2), and neglecting the Lamb-shift terms
that simply renormalize the coherent dynamics, we ob-



tain

Z Z XHVqu u’k/e( vk =8 ’k’)

puk w'v'k!

J(Auvk)nth( uuk) [|¢a> <¢ﬂ| ! |¢B ) (Par]
- ‘¢ﬁ’> <¢a’|¢a> QSB‘ Z Z X;kap vk X
;Luk,u vk’

e/ Bk =Bt L J(— Ay ) (nen (= Apuwk) + 1)

[[6a) (D] 5" [d5) (D] — |Dpr) (Dar|a) (D3] p'] + hec.
(B7)

Here, the bath’s spectral density is defined as
=27 Z ;0 (w —wj), (B8)

which vanishes for w < 0. To cast Eq. (B7) into Lindblad
form, one typically invokes the full secular approximation
[53, 55], retaining only terms with (u/,v/, k') = (u, v, k).
This approximation is valid only if different Floquet tran-
sition frequencies are well separated, i.e.,

|Au/u’k’ - A;u/k| > |Xu’u’k’quk|H(A;wk) (BQ)

for (u',v', k") # (u,v,k) with k(A,x) defined in
Eq. (12). However, in the Kerr-cat qubit, the spec-
trum exhibits multiple near-degeneracies (“spectral kiss-
ing,” see Fig.3), violating Eq.(B9). Instead, we employ
the partial secular approximation: transitions satisfying
Eq. (B9) are discarded, but those with

|A#/V/k/ — Auyk| S |X,J/V/k/X“Vk|I€(AHVk) (B].O)
are retained, see for instance Refs. [78-82]. For these
quasidegenerate pairs we approximate et Buvk =Byt o

1, consistent with the Born—Markov accuracy (i.e., ne-
glecting terms O(g}) = O(x?) [78-81]).
For compactness, we group transitions into classes

[, B, k], where (W, k) € (v k] < [Aux —
Ay | | X o X k| k(A pwk).  In terms of these
classes, the master equation interaction-picture becomes
dp!
- = pl, B11
o p (B11)

with the Lindbladian

L= k(Auk)D >

[,v,k] (W' v k") Ep,v K]

X,u’l/’k’ |¢I»L’> <¢)u"
(Bi2)

In this expression, the first sum runs over the distinct
classes of transitions, and the second sum runs over
quasidegenerate transitions within a given class.

By construction, this Lindbladian naturally accounts
for strong drive effects through the Floquet quasiener-
gies A, and Floquet modes |¢,), including all per-
turbative and nonperturbative corrections beyond the
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rotating-wave approximation [46, 74, 83-85]. Moreover,
the coefficients X, 1 represent transition amplitudes be-
tween Floquet modes |¢,) — |¢,,) assisted by |k| photons
from the drive. Although the Lindbladian itself connects
time-independent Floquet modes, the full temporal de-
pendence of the driven dynamics is encoded in these co-
efficients through the time-dependent Floquet modes, see
Eq. (10). Thus, the master equation captures not only
the stroboscopic evolution but also the fast micromotion
dynamics.

In the absence of quasidegeneracies—i.e., when each
class [u, v, k] contains only a single transition—the mas-
ter equation reduces to the standard Floquet-Markov sec-
ular form. Crucially, when quasidegeneracies occur, the
resulting dissipator

LI EDY

(n v k') Elp,v k]

Xy |6pr) (] (B13)

captures interference effects among transitions within the
same class. This contrasts sharply with the incoherent
sum of dissipators

Y. X PP I8 (du]]

(v’ k")

(B14)

which results from applying the usual secular approxima-
tion.

Finally, because quasidegenerate transitions survive
the partial secular treatment, the steady state pl_ (or
“limit cycle,” satisfying £pL, = 0) is not necessarily
diagonal in the Floquet mode basis. For instance, in
the Kerr-cat qubit, finite tunneling times and intrawell
leakage produce a steady-state mixture of localized well
states that retains coherences between Floquet modes.

It is instructive to compare our partial-secular Flo-
quet—-Markov equation Eq. (7) with other extensions of
the Lindblad formalism for quasidegenerate spectra (e.g.,
Refs. [86-90]). In our treatment, the partial-secular ap-
proximation necessarily introduces an explicit threshold
for grouping transitions, see Eq. (B10); in our regime of
parameters, we define two transitions A, and Ay
as quasidegenerate when |A,,, — Ayp|/20 < 100
kHz. By contrast, alternative approaches avoid any fixed
threshold but at the expense of retaining an explicitly
time-dependent Lindbladian even in the interaction pic-
ture—making relevant quantities such as the Liouvillian
gap not well-defined. Here, the Lindbladian in Eq. (7)
remains time-independent. Moreover, when expressed in
the Floquet-mode basis {|¢,)}, it is highly sparse, mak-
ing both its diagonalization and the simulation of the
driven dynamics efficient in memory usage and compu-
tation time.



Appendix C: Further details of tunneling time
calculation

To obtain the tunneling time as would be done via
heterodyne detection in an experiment, we use an ideal
likelihood discriminator. First, let us denote p(t) the
evolved state at time ¢ where the initial condition is
p+(0) = |+ a)(f+al. At each time step, we ob-
tain the Husimi-Q distributions of the evolved states de-
noted by Q= [)(t) = (11 p=(t) [7) /. Here |3) is a coher-
ent state. We then construct the log-likelihood function
A(t) = In(Q+(t)/Q—(t)). When the state is initialized in
p+(0), the probability

P(+|4) = / 02y OINB)]Q4 (1), (1)

where O is the Heaviside function, would be the prob-
ability of correctly assigning the outcome “+” from a
single-shot reading of the heterodyne signal at time ¢.
Likewise, when the state is initialized in j_(0),

P(-|-) = / PrOABIQ_().  (C2)

would be the probability of correctly assigning the out-
come “—” from a single-shot reading. The (averaged)
assignment error is therefore 1[P(—|+) + P(+|—)] =
1— 2[P(+|+) — P(—|—)]. Following Refs. [30, 32-34], we
extract the tunneling time by fitting a single-exponential
decay to

Xi(t) = P(+|+) = P(=+) =1-2P(-|+)  (C3)
for the initial condition 54 (0), and
X_(t) = P(+|-) = P(=[-) =2P(+|-) -1 (C4)

for p_(0). Numerically, these two tunneling time esti-
mates agree closely. In the main text, we report their
average.

Appendix D: Approximate Floquet Hamiltonian

To obtain an analytical expression for the Floquet
Hamiltonian using perturbation theory, it is convenient
to first transform the original time-periodic Hamiltonian
into a time-independent form using the Shirley (Fourier)
space formalism [91]. In this representation, we then
apply a time-independent Schrieffer—-Wolff (SW) trans-
formation to block-diagonalize the Hamiltonian pertur-
batively [92]. This method, which involves only time-
independent operators and transformations, can be more
transparent and intuitive.

An alternative approach avoids the mapping to Shirley
space and instead applies a time-dependent SW trans-
formation directly in the original time domain [83, 93—
97]. This technique has been recently used to analyze T}
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degradation in a dissipatively stabilized cat qubit [74],
and to derive effective Lindblad operators for the Kerr-
cat [39].

We begin by expanding H, from Eq. (5) in a power
series around the minimum of its potential, yielding

~ At A 9n ,~ o
H, =wodla+ Y =(a+ah)",
s = woa'a n>3n(a al

(D1)

where the coefficients are given by g, = Ejcn@);/(n —
1)I.  Here, ¢, denotes the nth derivative of the co-
sine potential evaluated at the minimum. Using the
relation E; = wo/(2c297), we can rewrite the coef-
ficients as g, = wocngogp_f/@cz(n — 1)!). This makes
explicit that the coeflicients of the nonlinearity scale as
g3 ~ O(wopupt), g4 ~ O(w()(pfpf)7 and so on. These
are naturally small parameters governed by the dimen-
sionless zero-point fluctuations of the phase, ¢,,¢. The
perturbative expansion introduced below is organized in
powers of @,pt.

We then add the charge drive to ﬁs, resulting in the
time-dependent Hamiltonian

A(t) =woifa+ > %"(a +ahn

n23 (D2)

+ cos(wat + \)(al — a),

Sazpf

where we have included a phase delay A\ for general-
ity. Following Ref. [30], we eliminate the drive term
and fold it into the nonlinear potential transforming the
Hamiltonian with a time-dependent displacement opera-
tor D[B(t)] = exp[B(t)aT —B(t)a], where the displacement
amplitude is

ﬁ(t) B €d (e—(iwdt—‘r)\) ei(wdt+)\) )
_4i<ﬂzpf wo — Wd wo + wq (D3)
_Wa Y0 —iwat | Wd T WO tiwat
2wd 2wd ’
with the compact coefficient
—ix
EqwWqe (D4)

 2ip,pe(wd — w?)

which becomes useful below. In this section of the ap-
pendix, we use an overbar to denote complex conjugation.

The Hamiltonian in the displaced and rotating frame,
with the additional rotation R(t) = exp[—i(wq/2)ata, ],
takes the form

Ha(t) =R [f)fﬁr[) _iD'D| R—iR'R
=(wo — wa/2)a’a

In (o _i¥dy —iwgt n
+ E n 2 0] 4* 4+ h.c.)".
n>3 n (ae ‘ )

(D5)

Crucially, since wy/2 =~ wp, all terms in this Hamiltonian
are small in magnitude except for the rapid oscillations



introduced by the drive frequency wy. For all parameter
regimes considered in this work, the displacement ampli-
tude satisfies |II| < 1.

A straightforward rotating-wave approximation
(RWA) applied to this Hamiltonian yields a squeezed
Kerr oscillator, as in Eq. (1), with two-photon drive am-
plitude €5 = g¢3II and self-Kerr coefficient K = (3/2)g4.
The drive frequency must be tuned to account for the ac
Stark shift, satisfying wa/2 = wo + 3(1 + 2|I1}?).

While this RWA captures the basic structure, a more
accurate description can be obtained via a SW perturba-
tive expansion. Once we obtain the approximate Floquet
Hamiltonian in this displaced and rotated frame, we con-
struct the Floquet Hamiltonian in the laboratory frame
by undoing the rotation and displacement transforma-
tions, as explained below in this section.

The usual time-dependent SW transformation for pe-
riodically driven systems consists of finding a hermitian
generator G(t) such that a time-independent Hamilto-
nian H 4 is obtained from the transformation [94], namely

SCO[Hy(t) —i0,)e ¢ = AE —i9,.  (D6)
While the original Hamiltonian in Eq. (4) is periodic with
period T = 27 /wy, the displaced and rotated Hamilto-
nian is 27-periodic, and so the generator G(t) is 27T-
periodic as well. Importantly, G‘(t) does not vanish at
stroboscopic times, G(2mT) # 0 (where m is an integer),
and is thus referred to as the non-stroboscopic kick oper-
ator. The resulting time-independent Hamiltonian Hp is
known as the non-stroboscopic Floquet Hamiltonian [94].
A feature of this formalism is that Hp is independent
of the phase delay A in the drive—or, equivalently, of
the choice of the initial time. This is in contrast to the
conventional (stroboscopic) Floquet Hamiltonian, which
carries such a gauge dependence.

Rather than working directly with the time-dependent
expression in Eq. (D6), we find it convenient to construct
the Schrieffer—Wolff generator in the Shirley space [91].
In this extended Hilbert space, the operator ffd(t) — 10,
is mapped to the Shirley Hamiltonian

o0
mel+ Z 1, ® H,,

n=—oo

Hs

~ Wd
=3 (D7)

where the H,, are the Fourier components of the original
time-dependent Hamiltonian in the displaced and rotated
frame,

Hy(t)= Y Hpem 3, (D8)
Here, . = Y m|m)(m| acts on the replica space,

which accounts for the harmonics of the drive, and
1, =3, Im) (m + n| are ladder operators that shift the
replica index. The full Hamiltonian Hg thus acts on a
tensor product of two spaces: the infinite-dimensional
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replica space (first factor) and the original system Hilbert
space (second factor).
The generator is mapped to Shirley space as

G(t) =) Gue"@/D' 5 G=3"1_,0G,. (DI

where G = GT and G’IL = G, to ensure hermiticity. As
in standard SW perturbation theory, we construct the
generator order by order, requiring that the transformed
Hamiltonian be diagonal. In this case, however, we only
demand diagonalization in the replica index, not in the
full Shirley space. Specifically, we enforce the structure

Fri Gy ,—iG LWd . a5 A

Hg =e""Hge :7m®1+1®HF, (D10)
where the right-hand side is the Shirley-space represen-
tation of a time-independent Hamiltonian H¢ in the
Hilbert space. This ensures that f[ﬁi captures the ef-
fective dynamics up to the desired order.

Let us now identify the small parameter that con-
trols the perturbative expansion. In the standard Schri-
effer—Wolff transformation, the expansion parameter is
given by the ratio of the coupling strength between sub-
spaces to their energy detuning. In our case, the smallest
detuning in the diagonal part of Hg is set by wg, while
the off-diagonal couplings have magnitude g,, so the rel-
evant small parameter is g, /wg o gagp_fz. Crucially, since
In/Gn+1 X gogplf7 we can treat @,pr as the single small
parameter controlling the entire expansion. This greatly
simplifies the analysis, avoiding the need to treat each g,
individually as an independent perturbation.

We thus expand each operator H,, and G,, in powers
of the small parameter ¢,,¢ as

=3
k>0

G =GP

k>1

(D11)

where the superscript (k) denotes terms of order ‘prf-

Note that the zeroth-order term of G, vanishes, CA?%O) =
0, since the Schrieffer—Wolff transformation needs to be
reduced to the identity at zero order.

We expand HY in Eq. (D10) as



where each parentheses group terms of the same pertur-
bative order. As usual in a Schrieffer—Wolff transforma—
tion, the generator at order k, Gk = Yol ® Gn ),
is chosen such that the transformed Hamiltonian is di-
agonal at order k—in this case, diagonal in the replica
index.

1. Zero order

At zeroth order, the transformed Shirley Hamiltonian
is simply
7o — go

= he1+1eHY, (D13)

where H( ) = = (wo—wgq/2),a’a. Thus, the Floquet Hamil-
tonian at zeroth order is simply H d(o) = Héo), as ex-
pected.

2. First order

At first order, we require GV to cancel the off-diagonal
terms in the replica index that appear in

HY +i[ GO, 7). (D14)

Since H éo) is diagonal and GO is off-diagonal, the com-
mutator [é(l),ﬁéo)] is also off-diagonal. Therefore, the
diagonal part of flls(l) becomes

)= diag () =1 A" (D15)
with
A = gy(1at? + 1a?). (D16)

Thus, the first-order Floquet Hamiltonian is flg(l) =

ﬁ () To first order in @zpt, this reproduces the two-
photon drive term g9 = g3ll, consistent with the RWA.

For G to cancel the off-diagonal terms in Eq. (D14),
we need that,

0= HY — m%ég) +i(wo — %)[GS); afal, (D17)

for all n # 0.
We note that the first-order index-off-diagonal terms

I;L(ll) are:
a{Y =gs[af?a + (1+ 2[T1?)af]
HY =gsT(2ata + 1 + |TI2)
A =% (@t + 311%4)

. (D18)
ALY =gsTlat
A =ggM1%at
AN =,

3
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From these, we obtain

GO =B 5125 4 (1 + 212l
wo
G =""PBata + 1+ 112
wq
G _ T84 198 e
Ywo 2wgq — Wo (D19)
é( ) . g3 mat?
4 20.)0 + wq @
G _ —ig3 m2at
5 T lo+2wg
~ —293 _
G =
6 9wd

3. Second order
The second-order terms in the SW expansion are
. A N 1. - A N
HP 4+ G(l)’H(l) —Zj6W, G(l),H(O)
e RN R (S I,
G, 2O,

The second-order generator G(Q), which we do not write
explicitly here, is determined by requiring that the off-
diagonal terms in the replica index cancel out. The
remaining diagonal terms simplify significantly for our
Hamiltonian and reduce to

i,® <H(2) +2 Z (G, H(l)]>

yielding the second-order contribution to the Floquet
Hamiltonian:

(D21)

HY® = Adfa — Kata?, (D22)
with
A =3g4(1 + 2|11%)
5+ 6]11)2 1|2
B e re o I

Thus, the Floquet Hamiltonian in the displaced and
rotated frame, up to second order, is

o = (wo - % + A) ata — Kat?a?

(D24)
+ e9a1% + 642,

with ea = g3II. We note that setting Il = 0 and wy = 0

recovers an approximate diagonalization of the undriven

SNAIL Hamiltonian in Eq. (5), as expected, since we are

removing off-diagonal terms proportional to ¢ ps.



4. Floquet Hamiltonian in the laboratory frame

We begin by expressing the relation between a state in
the displaced and rotating frame [¢(t)), and the labora-
tory frame |1)(t)),

[0(t)) = R (&)DT(t) [(1)) -

This state evolves under the Hamiltonian Hy(t) via

(D25)

[Y(t)), =T exp {—z/ dTIA{d(T):|
0
X [1(0) 4
where Hy(t) is given in Eq. (D5). Since R(0) = 1 but

D(0) # 1, the initial state in the displaced and rotating
frame is

(D26)

[¥(0)), = DT(0) [4)(0)) .

The Schrieffer-Wolff transformation constructed in the
previous subsections defines a generator G(t) such that
the state

(D27)

() g = €O (1)), (D28)

evolves under the time-independent Floquet Hamiltonian
H¢ introduced in Eq. (D6) according to

(D) 4. =e " [$(0)) g

(D29)
=e~ 15 15O D (0) [1(0)) .
We thus recover the state in the lab frame as
[0(1)) =U (#) [4(0)) , (D30)

with an explicit form of the lab-frame propagator given
by

U(t) = D) R(t)e €Wt GO HT(0).  (D31)
Evaluating this operator at t = T', we obtain an explicit
form fog the stroboscopic Floquet propagator in the lab
frame, U(T) = exp(—iT Hp), which is the operator used
in our numerical calculations. Since D(T') = D(0), and
using the identity R(T)e~¢T) = ¢~iCO)R(T), we can
rewrite the propagator as

U(T) = D(0)e "COR(T)e THF 1O Pi(0).  (D32)
Next, we observe that R(T) = =™ i5 the parity op-
erator and commutes with Hj‘ﬁ, since the latter conserves
parity [see Eq. (D24)]. Thus, we can write the Floquet-
mode decomposition

T) = e T g {ul),
“w

(D33)
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with
16,,(0)) = D(0)e ") |gy

relating the lab-frame Floquet modes to the displaced-
and-rotated frame Floquet modes \(ﬁl‘i), and

(D34)

—iTe, — e—iT[ejJr‘”Tdmod(u,z)]

e (D35)

relating the lab-frame Floquet qusaienergies to the
displaced-and-rotated-frame Floquet eigenenergies eﬁ.
Here, eﬁ and \QSZ) are eigenenergies and eigenstates, re-
spectively, of the Hamiltonian ﬁj‘i. It can be shown that
the Floquet modes in the lab frame—which evolve under
etten U (t)—are T-periodic functions of time.

Let us clarify the relationship between the eigenen-
ergies ez of the displaced-and-rotated-frame Floquet
Hamiltonian defined in Eq. (D6) and the quasiener-
gies in the lab frame ¢,. The eigenenergies e are not
folded—they can grow unbounded—while the lab-frame
quasienergies €,, are defined modulo the drive frequency,
and therefore lie within a Brillouin zone, which we take
to be [—wa/2, +wa/2). See Fig. 12(a) for the correspond-
ing numerical spectrum in the lab frame. This distinction
arises because the non-stroboscopic Floquet Hamiltonian
Hj‘ﬁ is not defined via the stroboscopic propagator, un-
like the standard Floquet Hamiltonian, whose quasiener-
gies are inherently folded into the Brillouin zone. In
our case, the appropriate folding to obtain the lab-frame
quasienergies from the eigenvalues eZ of Hj‘ﬁ is given by:

{[(eﬁ + %) mod wg| — % if pis even,
€y =

[eﬁ mod 4] — < if v is odd.

5. Floquet matrix elements for the master equation

In the previous subsection, we constructed the Floquet
spectrum in the laboratory frame in terms of the spec-
trum of the squeezed Kerr Hamiltonian, for which ap-
proximate analytical expressions are available (see, e.g.,
Ref. [20]). Building on this, we now derive approximate
expressions for the matrix elements X, appearing in
Eq. (10), which govern the dynamics in the Floquet-
Markov master equation.

We begin by noting that

|6(8)) = /16,(0)).

Rather than applying these operators to the Floquet
modes on the right-hand side, we apply them to the an-
nihilation operator, working to first order in ¢,pr. We
define

a(t) =e“O RN () Dt (t)aD(t) R(t)e*¢®
e~ 4 B(t) + GO @), ale

. wy
§ ~ =+t

= anezn 2 s
n

etlen=) D(t) R(t)e (D36)

(D37)



with the following Fourier coefficients to first order in
Pzpf:

Gy =— 93 2
2wWq — wo
2
G_g = QSHA
Wd
Gy =924 Ll 0y
wo de
a_1 =a
o = — gi ata 2
ag = [2a a+ 1+ 2|17 (D38)
2
— ﬁHA
wd
~ 93 ~t2 | Wd — Wo
=—_— —1I
a2 3w0a + 2wg
N 295 =
=_ 275 Tiaf
3 2wo + wy “
g =— —2 12
wo + 2wq
We now define the coefficients p,, such that
ila (1) - a)] =Y ial,, — an)em "
— ~ in<dy (D39)
:ane 27,
and are given by
Po =0
2
P =ial + ﬂﬂa
4193
=i at?
2= 3w (D40)
- :4'5'93(“0 + Wd) ﬁ&T
wa(2wo + wq)
~ R wo
— — g2 —2
Y2 193 4&]2 — W8 )

and p_,, = pi. These coefficients enter the matrix ele-
ments of interest as

i{ou(®) (@' —a) lou (1)) =

l € € E d mn D4].
it (e, —€nten )Z ¢d|pn|¢d> e, (D41)

We can now compute some of the matrix elements. Let
us first introduce the definition

O, =€ —€,+ ez — e, (D42)

We begin with modes 0 and 1, which are always kissed.
We got 0p1 = —wg/2 and 61,9 = we/2 [see Fig. 12(a)],
thus

N . 2193 =
Xoro = (93] p1 |f) ~ ia + ngna
d (D43)

2ig3

Xio1 = (9| b1 |0f) ~ ia+ 71_[04
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therefore, Xo190 — X101 =~ 0; c.f. Fig. 4(a).
When levels 2 and 3 kiss, we get 623 = —wgq/2 and
032 = wq/2. Using the approximate expressions [20]

|93) ~ (1/vV2)[D(a) = D(=a)] [n=1)

. . (D44)
69) ~ (1/v2)[D(a) + D(~a)]|n = 1),

for the eigenstates of the squeezed Kerr Hamiltonian at

zero detuning, we have a |¢%) ~ |¢9) +a |¢9) and a |¢9) ~

|pd) + a|pd) and so

. 2ig
= (05151 05) = ia + ~—>Tla
Z; (D45)
Xao1 = (93] D1 |93) =~ iav + 73H04

Xa30

as in Eq. (D43). The same expressions are obtained for
the others X, (,41)0 and X, 41y

The matrix elements associated with the main source
of leakage are X219 and X301, which correspond to single-
photon absorption from the bath. We have 62 1 = —wg/2
and 05 o = wq/2, thus

Xo10 = (93] p1 |07) ~

D46
Xso1 = (93] P1 |6f) ~ (D49)

Other matrix elements of interest are Xo9; and X311,

which correspond to two-photon absorption. In both
cases we have 03 o = 051 = 0, thus
Xoo1 = (95| P2 |9§) ~ 3w
8ig 064 (D7)
X = d 5 d ~ 73 .
s11 = (95| P2 [97) 3o

Appendix E: Buffer mode

1. Perturbative expansion accounting for the buffer
mode

Here, we revisit the perturbative expansion used to de-
rive the Floquet Hamiltonian, now including the buffer
mode. We show that accurately capturing the hybridiza-
tion discussed in Sec. IIT A—between low-lying Floquet
modes and those with a single buffer excitation—requires
carrying the expansion to very high order in the nonlin-
earities, making the perturbative approach impractical
for quantitative work, even though it can still offer an-
alytic insight into quantities such as Floquet matrix el-
ements. As an illustrative example, we show that the
leading-order coupling between |¢7_o,) and |¢17,1,) ap-
pears only at order (’)(gozpf).

We start from the SNAIL-buffer Hamiltonian Hy, in
Eq. (3) and move to the frame in which the driven
SNAIL Hamiltonian H(t) becomes time-independent.



This transformation is generated by the kick operator
K defined as [55, 94]

U(f) _ e—if((t)e—itfip’ (El)
with K(t+ T) = K(t). In this frame,

lﬁlsegf _ eif((t)ﬁsbe—if((t) + i(ateik(t))e—ik(t)
+ ignzpf(dz — db)eik(t)i(dT — d)eﬂf((t),

where Hp is the Floquet Hamiltonian of the laboratory
frame. So far, we have transformed the problem of two
modes with static coupling under a drive into an equiva-
lent one with a time-independent bare Hamiltonians cou-
pled via a time-dependent coupling. Importantly, using
our analytic results for the single-mode case presented
in Appendix D, we can evaluate the transition ampli-
tude from |¢,,0p) to |Pu, 1p). Substituting Eq. (D31)
and Eq. (D36) in Eq. (E1) yields

eif((t)i(&T _ d)efif((t) = Zei(e“”Jrnwd/Z)t <¢Z| Pn |¢g>

puvn

X |pu) (bul
(E3)

where p,, and 6, , are defined in Egs. (D39) and (D42).
Finally, moving to the interaction picture |¢,) (¢,| —
elcu=e)t|6,) (¢, ] and 4, — ape”"**, we find that tran-
sitions |¢,,0,) — |¢,, 1p) can only occur when n = 2
and Ayg ~ €l — eét with el and el the eigenener-
gies of ]?I}i; For p = 17, and v = 74, the ampli-
tude is proportional to (¢%.|pa|¢4). Because these states
have the same parity, the leading coupling arises from
at?* terms. Since po is the Fourier component at wg,
we know from Eq. (D5) that terms with a2 come as

~ @é‘:’)];ﬁ)dwkﬂk_l. To identify the dominant k, we nu-

merically evaluate |<pii’§_2)ﬂk’1 (97| at?* |¢d) | with |¢¢)
and |¢¢,) approximated by the corresponding eigenstates
of the squeezed-Kerr oscillator, see e.g., Ref. [20]. The
matrix elements peak at kK = 3, confirming that the lead-
ing coupling indeed scales as ~ ngpf. In this illustrative
case, knowing which states hybridize at some particu-
lar drive amplitude allows us to determine the required
expansion order; in general, such information is unavail-
able, making a full nonlinear potential treatment indis-
pensable.

2. Negative detuning

In the main text, we examined the buffer mode with its
frequency chosen above the drive frequency, as in experi-
mental implementations [30, 34]. We showed that energy
collisions between low-lying levels (is,05) and (js,1p)
with ¢5 < js occur at moderate drive amplitude because
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FIG. 13. (a) Floquet spectrum of the Kerr-cat qubit cou-

pled to a buffer mode detuned below the drive Apq/27 =
(wp — wa)/2m = —285 MHz, i.e., the opposite regime from
Fig. 8 in the main text. (b) Floquet-state tracking fidelity
[(dulea]ldulea + ea])]?, which remains essentially unity for
all relevant states. A slight (< 1%) drop is observed for
the (75,0p) state, along with even smaller dips near 5 GHz.
These deviations are due to crossings with very high-energy
quasienergies such as €122, ,2, and are only artifacts of our fi-
nite Hilbert-space truncation (160 x 6).

the negative Stark shift of the transition €;, 1, — €, 0,
can compensate its initial detuning at €4 = 0, namely
Apg — (Js(js = 1) —i5(is — 1)) K. From this argument it
follows that these resonances can be avoided simply by
choosing Apy < 0, i.e., placing the buffer mode below
the drive frequency. In Fig. 13(a) we set Ay = —285
MHz, —the same magnitude used in Sec.III, but nega-
tive—and plot the Floquet spectrum versus drive ampli-
tude for states with zero buffer excitations. Unlike the
Apg > 0 case where single-buffer-excitation levels cross
the zero-excitation manifold at 4/27 € (2.8,5) GHz; see
Fig. 8(a), here all one buffer mode excitation levels re-
main at least 300 MHz above the relevant zero-excitation
levels (i.e., wq — (€j,,1, — €0,,0, modwg/2) > 300 MHz),
placing them outside the plotted range. As a result,
we recover the uninterrupted spectral-kissing structure
of the single mode case.

This conclusion is confirmed in Fig. 13(b), which shows
the Floquet-state tracking fidelity|(¢, [c4]|puleq+ dea]}|?,
which remains essentially unity for all relevant levels.
Only a slight (< 1%) drop for the 7, 0, state —which, in
any case, does not affect the tunneling time, see Sec. ITI-
along with even smaller dips near e4/27 &~ 5 GHz. These
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FIG. 14. Circuit diagram of the shunted double SNAIL ca-
pacitively coupled to the drive line. Each island in the array is
connected to ground through a parasitic ground capacitance.

features are artifacts of our finite Hilbert-space trunca-
tion (160 x 5), marking the practical limit of the chosen
basis size at this large drive amplitude.

In summary, placing the buffer mode below the drive
is an effective strategy to suppress buffer-induced reso-
nances in the low-lying manifold, reproducing the large
tunneling times of the ideal single-mode case. In
more complex circuits with multiple buffer modes (e.g.,
Ref. [33]), careful engineering of each mode’s frequency is
essential to avoid multimode transitions and fully recover
single-mode robustness.

Appendix F: SNAIL array modes

Figure 14 shows a more detailed schematic of the
double-SNAIL circuit analyzed in Sec. IV. We first work
out the Lagrangian in the absence of the ground capaci-
tances C¢, C7", and C;. These will be incorporated later.

In terms of the fluxes {6;}%_, across the large junc-
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tions, the Lagrangian reads

cr L Oy (<A ?
£=;;93+2<29i—v>

=1

Cq (& ’
.
5z

3 2 6 2
aCe . .
7 |(2) - (52)
=1 =4 (Fl)
6 2w
+E —b;
J;m%%>
2 3
+ aFEj cos (%;& —|—g0z>
2 6
E il .
+ aFEj cos (‘I’o ;914-(,035)

Following Ref. [60], we perform a change of variables
based on the symmetries of the circuit that decouples
the kinetic energy terms. There is permutation symme-
try among {61, 65,03}, among {04, 65,06}, and a swap be-
tween these two triplets {61, 602,03} <> {04,05,06}. Tt is
thus convenient to introduce the collective flux variables
{d,d—,&1,€2,Xx1, X2}, which are linear combinations of
the original variables defined as

2
¢+ - .
0: =— +2m¢mzﬂ&3
", (F2)
06— § .
0; =— +;mmm“wﬂ@&

where W is a (2 x 3) semiorthogonal matrix, with the
properties Zf’zl W, =0and Z?Zl W,,iWy i = 0, [60].
In particular, we have that the collective flux used in the
single-phase approximation corresponds to ¢ = Zle 0;.
As we explain below, the other collective mode that plays
an important role is ¢ = 61 + 02 + 65 — (64 + 65 + 06).
While ¢ is symmetric under all three groups of symme-
tries, ¢_ is antisymmetric under the swap of the triplets.
In terms of the new variables, the Lagrangian of the



double-SNAIL circuit becomes

£=S# vy

coe A .
+ 5D (€K
pn=1
. p+o
+EJZCOS< : —
+E]Zcos<<p SO*

i=1

(F3)

2 2
+ ao Z: w, ,i£M>
Z W, zX#)

/1.1

+ 2aE 5 cos (g + gpext) cos (%) .

Here, we introduced the reduced fluxes ¢ = 27¢/®P( and
p_ =2m¢_ /Py, and defined C' = C5(1/6 + a/2) + Cs +
Cy, and C_ = C%(1/6 + «/2). Note that the kinetic
energy terms are now decoupled, and the modes interact
only through the nonlinearity. Owing to the properties
of the matrix W, the potential minimum occurs at ¢_ =

u =& =0and ¢ = @uin #0. Setting p_ = x, =&, =
0 amounts to ignoring the five high-energy modes and
recovers the single-phase approximation, which is given
by

Lsp —*é + - (¢ V)

(F4)
+ 6F 5 cos ( E) + 2aFE; cos (% + <,0ext>

and leads to the Hamiltonian expressed in Egs. (4)
and (5).

The Hamiltonian associated with Eq. (F3) is straight-
forward to obtain. To determine the plasma frequen-
cies of the circuit modes, we first identify the mini-
mum of the potential energy. For the parameters used
throughout the main text, see Fig. 1—mamely, E;/2n =
272.436 GHz, E¢/2r = 107.8MHz, o = 0.046, and
Yoxt = 0.33 X 2r—the minimum is located at oy, =
0.255. Choosing (C's + Cy)/C% = 2.83 leads to the fol-
lowing plasma frequencies

wpy =/8EcE ;. = 21 x 6.096 GHz
wy,— =+/8BEcE,_ =21 x 24.43GHz (F5)
Wy =/8B,EcE,, = 2 x 26.31 GHz

corresponding to the symmetric mode, the antisymmetric
mode, and the remaining four transverse modes, respec-
tively. Here, § = C/C_ ~ 16.1 and 3, = C/C% ~ 3
are ratios of the total effective capacitance of each mode.
The quantity Ej, denotes the curvature of the potential

along mode x at the minimum, i.e., Ej, = E; (dz ) .
min

When we include the ground capacitances shown in
Fig. 14, the Lagrangian in Eq. (F3) acquires an extra
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kinetic energy contribution that can be written in matrix

form as (1/2)0"Co6, where 8T = (0y,...,05) and the
(normalized) matrix Co/C}, is given by
11 1 1 1 1
11 1 1 1 1
11142a 14 2a 1+ 2a 1+ 2a
111+2a 1+m+2a 1+m+2a 1+m-+2a|’
111420 1+m+2a 1+m+3a 1+m+3a
1114+2a 1+4m+2a 1+m+3a 1+m+4a

with a = C¢/C% and m = CJ*/Cl; see Fig. 14. Trans-
forming this matrix to the new basis defined by Eq. (F2)
and including it in Eq. (F3) gives the full circuit La-
grangian in terms of the collective modes. After obtain-
ing the full Hamiltonian, we choose the value of the ca-
pacitances to obtain three energies quoted in Sec. IV,
namely F¢/2m = 107.8MHz, 8 ~ 16.1 and g/27r =
100 MHz. We do so by considering C§ = C} = C}™ for
simplicity, and fixing the ratio Cy /C% = 0.03 and an up-
dated ratio (Cs + Cy)/C$ = 3.074. This choice gives
us the correct value for 8 and fixes the proportionality
between E¢ and g. The only remaining free parameter
is €', which fixes their values. The plasma frequencies
of the transversal modes become

Wp.e, /2m =27.124 GHz
Wp.e,/2m =27.378 GHz
W,y /27 =27.113 GHz
Wpxa /2T =27.369 GHz,

(F6)

and the charge-charge coupling energies between the
symmetric mode and each of these transversal modes are

ge, /2m =21.8 MHz
ge,/2m = —12.6 MHz
Gy, /2m =7.7TMHz

Gy, /2m =1.5 MHz.

(F7)

We note that these parameters are obtained from the full
Hamiltonian without approximation: the exact inverse of
the capacitance matrix is used to construct the Hamil-
tonian. Eq. (F7) confirms that, among the high-energy
collective modes, the lowest-energy mode—the antisym-
metric mode—couples much more strongly to the sym-
metric mode than the others. The same conclusion was
reached in Refs. [60, 61, 72], where a perturbative expan-
sion in the ground capacitance ratio Cyy/C§ was used.
It is worth remarking that in Sec. IV, we could have
tuned the plasma frequency of the antisymmetric mode
to more closely resemble the scenario with the buffer
mode. The value we chose was w_ ~ 2wq + 27 x 54 MHz.
If we have instead chosen w_ =~ 2wy + 27 x 300 MHz,
the antisymmetric mode would mediate multiphoton res-
onances similar to those found in the buffer-mode case.
For instance, the resonance between (175, 1;) and (7, 0p)
discussed in Sec. III for the buffer mode would have a
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FIG. 15. (a) Circuit implementation of the Kerr-cat qubit used in Refs. [30, 33, 34], now explicitly including the finite geometric
inductance (red). Because the inductive energy Fp is comparable to the SNAIL Josephson energy E;, usual expansions in

E;/Er cannot be used. Instead, we account for the inductance

by retaining the high-frequency inductive mode that arises from

the finite self-capacitance (red capacitor). (b) Floquet spectrum versus drive amplitude for the lowest 50 levels. The first two
Floquet modes—representing the cat states—are highlighted in dark blue and red. (¢) Spectral-kissing pattern in the presence
of the serial inductor, matching the behavior observed in the single mode case.

analog here, with the energy difference

Ei7,1, — E7. 0, ®Twq + (w_ — 2wg)
~K(17-16-7-6),

which could be bridged by the ac-Stark shift, leading
to an energy difference an integer multiple of the drive
frequency, causing a multiphoton resonance, just as in
the buffer-mode case.

However, the values of the ground capacitances as-
sumed here are deliberately exaggerated to probe a
worst-case scenario. In practice, these capacitances are
expected to be significantly smaller, resulting in a weaker
charge-charge coupling between the Kerr cat qubit and
the array modes. We therefore hypothesize that, regard-
less of the array-mode frequencies, it is hybridization
with the buffer mode that sets the dominant limitation
on Kerr-cat coherence in current experiments.

(F8)

Appendix G: Stray geometric inductance

In this Appendix, we assess the impact of the serial
inductance present in the circuit implementation of the

Kerr-cat qubit in Refs. [30, 33, 34] as shown in Fig. 15(a).
Recent work [26] has shown that such inductances can
nontrivially renormalize the circuit potential and can de-
grade the performance of dissipative cat qubits if not
properly optimized. Here we show that, although this
serial inductance does modify the double-SNAIL poten-
tial [98], its effect on the Kerr-cat spectrum is minimal
and does not affect the Kerr-cat qubit’s performance.

A common approach to include the serial inductance
in the circuit description is to adiabatically eliminate the
very high-frequency mode introduced by the small intrin-
sic self-capacitances in parallel with the inductor (see the
red capacitor in Fig. 15(a)), then perform a perturbative
expansion in the typically small parameter E;/E},, where
Ey is the inductive energy, to obtain an effective single-
mode potential which accounts for the presence of the in-
ductance; see for instance Ref. [99] for more details. That
approach leads to higher Josephson harmonics in the co-
sine potential and improves predictions of the onset of
measurement-induced transitions in strongly driven cir-
cuits [48-50]. However, this method requires E; < Ef.
In the Kerr-cat experiments of Refs. [30, 33, 34], Ep ~
E;, so the E;/E}, expansion cannot be used. Instead,



Ref. [98] incorporated the inductance by renormalizing
the coefficients of the Taylor expansion of the potential
about its minimum. While valid for the regime of pa-
rameters of interest, this method does not account for
the full nonlinear potential and may therefore miss drive-
activated multiphoton resonances that could be present
if the full circuit nonlinearities are retained [47].

Here, following Ref. [26], we forgo any perturbative
expansion by explicitly including the high-frequency in-
ductance mode and retaining the full cosine potential

Hy = 4Ecn® 4+ Us(¢p — 1) + wldjdlv (G1)

where U, is the double-SNAIL potential from Eq. (5),
and

@1 = wi/2EL(ar +a]), (G2)

is the reduced phase of the inductive mode of frequency
w;. We choose parameters close to those in Refs. [30, 34],
namely Fy /27 = 214.55 GHz, E;/2m = 273.28 GHz and
Ec/2m =129.87 MHz. In Eq. (G1), the inductive phase
@1 couples to the SNAIL phase ¢ via Us. Diagonaliz-
ing Hy; yields dressed eigenstates that we label as |ig, ji),
where i, and j; are the SNAIL and inductance-mode ex-
citations. For this diagonalization, we use a Hilbert space
of 250 Fock states in the SNAIL mode and 10 Fock states
in the inductance mode, then retain the lowest 250 eigen-
levels. We then add a charge drive on the SNAIL mode
and perform the Floquet analysis as before, yielding Flo-
quet modes |¢;, j,). In particular, the cat states |¢o, 0,),
|¢1,.0,), along with all other relevant Kerr-cat levels, now
fully account for the presence of the inductance while at
the same time encompass all circuit nonlinearities.

Because the impedance of a geometric inductance
Z; = wiL cannot exceed the vacuum impedance, Zy,. &~
376.73 £ [100], this sets an upper bound on w;. Taking
21 & Zyac gives wy/2m =~ 80 GHz. Although we present
results for these values, varying Z; and thus w; over other
realistic ranges yields the same conclusion.

The Floquet spectrum shown in Fig. 15(b) closely re-
sembles that of the single-mode case (Sec.II), exhibiting
no resonances for the drive amplitudes considered here
(up to &~ 20 photons in the cat manifold). Moreover,
because the inductance mode lies at much higher fre-
quency, any levels involving its excitation lie well above
the manifold of interest and do not perturb the low-lying
spectrum. We therefore conclude that—even though
the serial inductance renormalizes the circuit potential
(e.g., modifying the self-Kerr and third-order nonlinear-
ities)—the overall structure of the Kerr-cat spectrum—
e.g., the spectral-kissing shown in Fig. 15(c)—remains
unchanged, and we observe the same physics as in the
single-mode case.
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