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Quantum sensing of displacements with stabilized GKP states
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We demonstrate how recent protocols developed for the stabilization of Gottesman-Kitaev-Preskill
(GKP) states can be used for the estimation of two-quadrature displacement sensing, with sensitiv-
ities approaching the multivariate quantum Cramer-Rao bound. Thanks to the stabilization, this
sensor is backaction evading and can function continuously without reset, making it well suited for
the detection of itinerant signals. Additionally, we provide numerical simulations showing that the
protocol can unconditionally surpass the Gaussian limit of displacement sensing with prior informa-
tion, even in the presence of realistic noise. Our work shows how reservoir engineering in bosonic
systems can be leveraged for quantum metrology, with potential applications in force sensing, wave-
form estimation and quantum channel learning.

I. INTRODUCTION

In recent years, quantum metrology has seen rapid
progress, and promises to significantly improve sensing
capabilities for both applied and fundamental domains in
physics, engineering and biology [1–3]. For many of these
applications multiple parameters are estimated simulta-
neously, such as in magnetic field sensing, force sensing,
and quantum systems learning [4–6]. In all these appli-
cations, the limits of measurement sensitivity are set by
the unavoidable noise in real experiments [7] and, ulti-
mately, by the laws of quantum mechanics [8, 9]. Cru-
cially, when noise is ignored, theory predicts that quan-
tum sensing strategies can substantially outperform clas-
sical ones [10–16]. When noise is considered, however, the
advantage gained by the quantum strategies over classi-
cal ones can be lost and is only preserved under specific
constraints, either of time, number of probes, or type of
noise [17–24].

A pathway to overcome these detrimental effects due to
noise in quantum sensors, stems from the fact that quan-
tum metrology experiments are fundamentally quantum
computations [25]. As such, quantum error correction
(QEC) can enhance the achievable accuracy of metrology
protocols in the presence of noise, something pointed out
in Refs. [13, 26], and further developed in Refs. [27–31].
In parallel, quantum information processing with bosonic
systems [32–34] has witnessed significant advances in re-
cent years. Universal control of bosonic modes has been
investigated theoretically and demonstrated experimen-
tally [35–37], leading to quantum error correction beyond
break-even with the Gottesman-Kitaev-Preskill (GKP)
encoding [34] with superconducting circuits [38, 39]. Suc-
cessful preparation and stabilization of GKP states have
also been demonstrated in trapped ions [40, 41], with
ongoing efforts in optical platforms [42–44].

In this article, we leverage recent developments in
quantum engineering of bosonic systems with GKP en-
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codings [38–41, 45–47] to design a backaction evading
sensor that estimates in a single-shot an unknown dis-
placement in both quadratures of the bosonic system [48–
56]. A backaction evading sensor is one where the mea-
surement itself prepares the sensor for the next round of
estimation. Accurate backaction evading single-shot esti-
mation is critical in the sensing of itinerant signals, where
constant monitoring is needed [51]. This is the case, for
example, in gravitational wave sensing [57], electric field
sensing [5], and quantum illumination [58].
Here, we propose a protocol for two-quadrature dis-

placement estimation that uses GKP states as sensor
states, which nearly saturates the single-mode quantum
bound of two-quadrature displacement sensing. This pro-
tocol does not rely on postselection or entanglement,
while being backaction evading, and robust against deco-
herence. Additionally, it can surpass the Gaussian limit
of sensing [54, 55], which is stricter than the standard
quantum limit. We note that quantum advantage over
the shot-noise limit using GKP states was demonstrated
experimentally in Ref. [59]. That work focused on im-
proving the precision scaling with the total number of
shots, while here we focus on improving the sensitivity of
each shot. As such, our work and that of Ref. [59] nat-
urally complement each other. Given that displacement
sensing is a primitive task in force sensing, waveform esti-
mation, and quantum channel learning, our work is a step
forward in the development of general-purpose bosonic
quantum sensors robust against decoherence.
The article is organized as follows. In Sec. II we pro-

vide necessary theory preliminaries on the GKP code. In
Sec. III A, Sec. III B and Sec. III C we present our find-
ings in the absence of noise. Concretely, in Sec. III A we
describe in detail the metrology protocol. In Sec. III B
we discuss our chosen measures of metrological potential,
and the performance achieved. In Sec. III C, we study
the backaction evading performance of the sensor. Mov-
ing on from the noiseless case, in Sec. IIID we carry out
numerical simulations showing the robustness against de-
coherence. In Sec. IV we provide conclusions and outlook
on future venues of research. Additionally, appendices
cover accompanying results and detailed descriptions of

mailto:labl2714@usherbrooke.ca
https://arxiv.org/abs/2506.20627v1


2

(a)

(b)

<latexit sha1_base64="Hn9E+BGZWtCfJx7/75kc4Il6qwE=">AAAC3HicjVHLSsNAFD2Nr1pfVRcu3ASL4EJqWkRdFty4rGIf0BeTdNoOpklIJmIp3bkTt/6AW/0e8Q/0L7wzRvCB6IQkZ86958y9c+3AFZG0rOeUMTU9MzuXns8sLC4tr2RX16qRH4cOrzi+64d1m0XcFR6vSCFdXg9Czoa2y2v2xbGK1y55GAnfO5ejgLeGrO+JnnCYJKqT3WgOmByfTdrNLut3xle7ZjMQe8VJJ5uz8pZe5k9QSEAOySr72Sc00YUPBzGG4PAgCbtgiOhpoAALAXEtjIkLCQkd55ggQ9qYsjhlMGIv6NunXSNhPdorz0irHTrFpTckpYlt0viUFxJWp5k6Hmtnxf7mPdaeqrYR/e3Ea0isxIDYv3Qfmf/VqV4kejjSPQjqKdCM6s5JXGJ9K6py81NXkhwC4hTuUjwk7Gjlxz2bWhPp3tXdMh1/0ZmKVXsnyY3xqqqkARe+j/MnqBbzhYP8wel+rrSfjDqNTWxhh+Z5iBJOUEZF13+PBzwabePauDFu31ONVKJZx5dl3L0BpmOYiQ==</latexit>

R̂†
x,⇡/2

<latexit sha1_base64="p5Ux807NNv4r67ZRl1wsufMu4wQ=">AAAC13icjVHLTsJAFD3UF+ILcemmkZi4MFgIQZckblyikYcBQtoywITSNu3UQAhxZ9z6A271j4x/oH/hnbEmKjE6Tdsz595zZu69lu/wUBjGS0JbWFxaXkmuptbWNza30tuZWuhFgc2qtud4QcMyQ+Zwl1UFFw5r+AEzR5bD6tbwVMbr1ywIuedeionP2iOz7/Iet01BVCedaQ1MMb2YdabjQ73l86PCrJPOGjlDLX0e5GOQRbwqXvoZLXThwUaEERhcCMIOTIT0NJGHAZ+4NqbEBYS4ijPMkCJtRFmMMkxih/Tt064Zsy7tpWeo1Dad4tAbkFLHPmk8ygsIy9N0FY+Us2R/854qT3m3Cf2t2GtErMCA2L90n5n/1claBHo4UTVwqslXjKzOjl0i1RV5c/1LVYIcfOIk7lI8IGwr5WefdaUJVe2yt6aKv6pMycq9HedGeJO3pAHnf45zHtQKuXwpVzovZsvFeNRJ7GIPBzTPY5Rxhgqq5D3GAx7xpF1pN9qtdveRqiVizQ6+Le3+HT65lnE=</latexit>

R̂x,⇡/2

<latexit sha1_base64="0MR4hso9L/XUFo7/nZRnLNVOPpc=">AAAC/HicjVLLSgMxFD0dX7W+qi7dDBZBEMpUSnVZcONSwfpARWbSWAczDzIZoVT9Cbe6cydu/Rf/QFf+gjcxBbX4yDDJuefec5N7kyAVYaY877ngDA2PjI4Vx0sTk1PTM+XZud0sySXjLZaIRO4HfsZFGPOWCpXg+6nkfhQIvhecb2j/3gWXWZjEO6qb8uPI78Thach8RdTB5cqR9OOO4Cflilf1zHAHQc2CCuzYSspvOEIbCRhyROCIoQgL+MjoO0QNHlLijtEjThIKjZ/jCiXS5hTFKcIn9pzmDlmHlo3J1jkzo2a0i6BfktLFEmkSipOE9W6u8ecms2Z/yt0zOfXZurQGNldErMIZsX/p+pH/1elaFE6xbmoIqabUMLo6ZrPkpiv65O6nqhRlSInTuE1+SZgZZb/PrtFkpnbdW9/4X0ykZrXNbGyO11+rU7Sm1hKmo/p+SvQgat+vfxDsrlZrjWpju15p1u3TKGIBi1im+19DE5vYQov2i3CDW9w518698+A8foQ6BauZx5fhPL0DBU6dCA==</latexit>|+i

(d)

°2 °1 0 1 2

q/l

°2

°1

0

1

2

q
/
l

|√(q)|2|√
(p

)|
2

<latexit sha1_base64="ZUvDh8MtwPom+U0wo7YCsPYYUP4=">AAACzXicjVHLSgMxFD0dX7W+qi7dDBbBVZmRUl0WdOHOCvYBbZHMNK1j50UmI5SqW7du9c/6B/oX3sQpqEU0YTIn595zkpvrxL6XSMua5oyFxaXllfxqYW19Y3OruL3TTKJUuLzhRn4k2g5LuO+FvCE96fN2LDgLHJ+3nNGpirfuuEi8KLyS45j3AjYMvYHnMklUs3vGfcmuiyWrbOlhzgM7AyVkox4Vp+iijwguUgTgCCEJ+2BIaHZgw0JMXA8T4gQhT8c5HlAgbUpZnDIYsSNah7TrZGxIe+WZaLVLp/j0CVKaOCBNRHmCsDrN1PFUOyv2N++J9lR3G9PfybwCYiVuiP1LN8v8r07VIjHAia7Bo5pizajq3Mwl1a+ibm5+qUqSQ0ycwn2KC8KuVs7e2dSaRNeu3pbp+JvOVKzau1luind9S5rUZPtnS+dB86hsV8vVy0qpVsnancce9nFIPT1GDeeoo0H+t3jGC16NCyM17o3Hz1Qjl2l28W0YTx+LIpGk</latexit>

�

<latexit sha1_base64="/1Jdw9oGx3uamMsubKVP1xjPCM4=">AAACz3icjVHLSgMxFD0dX7W+qi7dDBbBVZ2RUl0WdOGyBfuAtkhmmtbgvJjJKKUobt261R/rH+hfeBOnoBbRhMmcnHvOTW6uE3kikZY1zRkLi0vLK/nVwtr6xuZWcXunlYRp7PKmG3ph3HFYwj0R8KYU0uOdKObMdzzedm7OVLx9y+NEhMGlHEe877NRIIbCZZKojn3UO+eeZFfFklW29DDngZ2BErJRD4tT9DBACBcpfHAEkIQ9MCQ0u7BhISKujwlxMSGh4xz3KJA3JRUnBSP2htYR7boZG9Be5Uy026VTPPpicpo4IE9IupiwOs3U8VRnVuxvuSc6p7rbmP5OlssnVuKa2L98M+V/faoWiSFOdQ2Caoo0o6pzsyypfhV1c/NLVZIyRMQpPKB4TNjVztk7m9qT6NrV2zIdf9NKxaq9m2lTvOtb0qQm2z9bOg9ax2W7Wq42KqVaJWt3HnvYxyH19AQ1XKCOpu7lM17wajSMO+PBePyUGrnMs4tvw3j6AL7Akhg=</latexit>

1/�

-2 -1 0 1 2
-2

-1

0

1

2

q/l

p/
l

Reset

Reset

(e)
sensor

qubit

<latexit sha1_base64="AImfHxlb/fRlYxWJHq3k9VhWNb0=">AAACyXicjVHLTsJAFD3UF+ILdemmkZi4Iq3Bx5LEjYkbTOSRADHtMOBIaUs7JSJx5Q+41R8z/oH+hXfGkqjE6DRtz5x7z5m597qhJ2JpWa8ZY25+YXEpu5xbWV1b38hvbtXiIIkYr7LAC6KG68TcEz6vSiE93ggj7gxcj9fd/qmK10c8ikXgX8pxyNsDp+eLrmCOJKrW4sNEjK7yBato6WXOAjsFBaSrEuRf0EIHARgSDMDhQxL24CCmpwkbFkLi2pgQFxESOs5xjxxpE8rilOEQ26dvj3bNlPVprzxjrWZ0ikdvREoTe6QJKC8irE4zdTzRzor9zXuiPdXdxvR3U68BsRLXxP6lm2b+V6dqkejiRNcgqKZQM6o6lrokuivq5uaXqiQ5hMQp3KF4RJhp5bTPptbEunbVW0fH33SmYtWepbkJ3tUtacD2z3HOgtpB0T4qHl6UCuVSOuosdrCLfZrnMco4QwVV8r7BI57wbJwbQ+PWuPtMNTKpZhvflvHwAQ6akbk=</latexit>⌘
sensor

qubit

<latexit sha1_base64="AImfHxlb/fRlYxWJHq3k9VhWNb0=">AAACyXicjVHLTsJAFD3UF+ILdemmkZi4Iq3Bx5LEjYkbTOSRADHtMOBIaUs7JSJx5Q+41R8z/oH+hXfGkqjE6DRtz5x7z5m597qhJ2JpWa8ZY25+YXEpu5xbWV1b38hvbtXiIIkYr7LAC6KG68TcEz6vSiE93ggj7gxcj9fd/qmK10c8ikXgX8pxyNsDp+eLrmCOJKrW4sNEjK7yBato6WXOAjsFBaSrEuRf0EIHARgSDMDhQxL24CCmpwkbFkLi2pgQFxESOs5xjxxpE8rilOEQ26dvj3bNlPVprzxjrWZ0ikdvREoTe6QJKC8irE4zdTzRzor9zXuiPdXdxvR3U68BsRLXxP6lm2b+V6dqkejiRNcgqKZQM6o6lrokuivq5uaXqiQ5hMQp3KF4RJhp5bTPptbEunbVW0fH33SmYtWepbkJ3tUtacD2z3HOgtpB0T4qHl6UCuVSOuosdrCLfZrnMco4QwVV8r7BI57wbJwbQ+PWuPtMNTKpZhvflvHwAQ6akbk=</latexit>⌘
<latexit sha1_base64="0MR4hso9L/XUFo7/nZRnLNVOPpc=">AAAC/HicjVLLSgMxFD0dX7W+qi7dDBZBEMpUSnVZcONSwfpARWbSWAczDzIZoVT9Cbe6cydu/Rf/QFf+gjcxBbX4yDDJuefec5N7kyAVYaY877ngDA2PjI4Vx0sTk1PTM+XZud0sySXjLZaIRO4HfsZFGPOWCpXg+6nkfhQIvhecb2j/3gWXWZjEO6qb8uPI78Thach8RdTB5cqR9OOO4Cflilf1zHAHQc2CCuzYSspvOEIbCRhyROCIoQgL+MjoO0QNHlLijtEjThIKjZ/jCiXS5hTFKcIn9pzmDlmHlo3J1jkzo2a0i6BfktLFEmkSipOE9W6u8ecms2Z/yt0zOfXZurQGNldErMIZsX/p+pH/1elaFE6xbmoIqabUMLo6ZrPkpiv65O6nqhRlSInTuE1+SZgZZb/PrtFkpnbdW9/4X0ykZrXNbGyO11+rU7Sm1hKmo/p+SvQgat+vfxDsrlZrjWpju15p1u3TKGIBi1im+19DE5vYQov2i3CDW9w518698+A8foQ6BauZx5fhPL0DBU6dCA==</latexit>|+i <latexit sha1_base64="0MR4hso9L/XUFo7/nZRnLNVOPpc=">AAAC/HicjVLLSgMxFD0dX7W+qi7dDBZBEMpUSnVZcONSwfpARWbSWAczDzIZoVT9Cbe6cydu/Rf/QFf+gjcxBbX4yDDJuefec5N7kyAVYaY877ngDA2PjI4Vx0sTk1PTM+XZud0sySXjLZaIRO4HfsZFGPOWCpXg+6nkfhQIvhecb2j/3gWXWZjEO6qb8uPI78Thach8RdTB5cqR9OOO4Cflilf1zHAHQc2CCuzYSspvOEIbCRhyROCIoQgL+MjoO0QNHlLijtEjThIKjZ/jCiXS5hTFKcIn9pzmDlmHlo3J1jkzo2a0i6BfktLFEmkSipOE9W6u8ecms2Z/yt0zOfXZurQGNldErMIZsX/p+pH/1elaFE6xbmoIqabUMLo6ZrPkpiv65O6nqhRlSInTuE1+SZgZZb/PrtFkpnbdW9/4X0ykZrXNbGyO11+rU7Sm1hKmo/p+SvQgat+vfxDsrlZrjWpju15p1u3TKGIBi1im+19DE5vYQov2i3CDW9w518698+A8foQ6BauZx5fhPL0DBU6dCA==</latexit>|+i

(c)
sensor

qubit

x N

QEC 
protocol

Bitstring b 

Bitstring 

FIG. 1. a) Wigner function and marginals of the finite-energy qunaught GKP state. b) Qubit-cavity pair. By entangling the
qubit with a cavity mode information of the cavity is extracted via qubit measurements. c) sBs protocol. Two unitaries between
the qubit and cavity are intertwined by qubit reset and repeated. Each unitary is associated to each one of the quadratures.
d)sBs unitaries. Each one of the unitaries is decomposed in three control displacements, intertwined with qubit rotations. e)
For metrology, the reset of the qubit is substituted by measurement and feedback.

our methods. This includes a background review on dis-
placement sensing and QEC assisted metrology, as well as
a simple derivation of the multivariate quantum Cramer-
Rao bound, and an upper bound on the Holevo bound
for two-quadrature displacement estimation.

II. PRELIMINARIES

The GKP or grid code is a stabilizer bosonic code de-
signed to correct displacement errors [34]. It has been
shown to saturate the capacity of the displacement chan-
nel, and to achieve near-optimal capacity when used over
loss and amplification channels [47, 60]. These theoretical
performance metrics translate into robustness to deco-
herence. This robustness has been demonstrated by the
successful preparation and stabilization of these states in
trapped ions [40, 41, 59], and superconducting circuits
[38, 39, 46].

In its simplest version, the GKP code consists of only
one state, referred to as the qunaught state, and doesn’t
encode any logical information [53]. It forms a square

grid in phase space with lattice spacing l =
√
2π, see

Fig. 1 a). The ideal square qunaught state has two

commuting stabilizers, T̂q = eilq̂ and T̂p = e−ilp̂. The
infinite-energy qunaught state |#0⟩ is the unique joint

eigenstate of the stabilizers T̂x=q,p |#0⟩ = |#0⟩. The
qunaught state is, however, non-physical as it has infinite
energy. The finite-energy qunaught state is defined as

|#∆⟩ = Ê∆ |#0⟩, with Ê∆ = e−∆2n̂ a Gaussian envelope.

This state has finite energy stabilizers T̂x,∆ = Ê∆T̂xÊ
−1
∆ ,

and mean photon number n∆ ≃ (1 − ∆2)/2∆2. We re-
fer the reader to Refs. [61, 62] for explicit expressions
of its wavefunctions and Wigner representations, and to
Ref. [63] for a recent review.

For the preparation and stabilization of GKP states in
the laboratory, consider the situation depicted in Fig. 1
b), where an auxiliary qubit is coupled to a bosonic
mode. This can be realized for example in supercon-
ducting circuits, where a transmon is placed inside a
microwave cavity [38, 39], or in trapped ions where the
internal spin degrees of freedom couple to the mechan-
ical motion of the ion [40, 41]. Assuming the aux-
iliary qubit can be controlled with high fidelity, and
controlled displacements can be engineered between the
qubit and the bosonic mode (henceforth cavity), then
GKP states can be prepared and stabilized. A control
displacement is a unitary operation, where the qubit
state controls a displacement on the cavity. Explicitly,
CD̂(α) = exp

(
(αâ† − α∗â)σz/2

√
2
)
, with â the annihi-

lation operator of the cavity mode, σz the Pauli matrix,
and α = (q + ip) the displacement in phase space.
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An experimentally demonstrated approach to stabi-
lize GKP states is the small-big-small (sBs) protocol
[38, 41, 45]. This protocol aims to mimic, via trotter-
ization, a bath engineering process whose unique steady
state is the qunaught state. The sBs protocol achieves
this stabilization by a series of unitaries composed of con-
trol displacements intertwined by qubit reset onto the
eigenstate |+⟩ of σ̂x, see Fig. 1 c) and d). The unitaries

applied between resets are Ûx,∆, with x ∈ {q, p}. We
show this unitaries in circuit form in Fig. 1 d), where
φq = 0, φp = π/2, s∆ = sinh

(
∆2
)
, and c∆ = cosh

(
∆2
)
.

The fact that s∆ ≪ c∆, gives the protocol its name,
as a large control displacement is done in between two
small ones. For an explanation on the derivation of these
unitaries, and further details on the sBs protocol see Ap-
pendix C. Below, we proceed to describe how the proto-
col is used for the estimation of displacements, and the
metrological performance it achieves.

III. RESULTS

A. Description of the protocol

The sBs metrology protocol is as follows. After hav-
ing prepared the cavity in the finite-energy qunaught
state ρ#∆

= |#∆⟩⟨#∆|, a displacement channel acts on it

transforming the state onto ρ(q0, p0) = D̂(β)ρ#∆D̂(β)†,
with β = (q0 + ip0)/

√
2, and D̂(β) = exp

(
βâ† − β∗â

)
.

The displacements of each quadrature q0, p0, are the
variables we aim to estimate. Then, the sBs stabiliza-
tion protocol is repeatedly applied, where the reset of
the qubit is substituted by measurement and feedback,
see Fig. 1 e). With each qubit measurement, we gain one
bit of information on the initial displacement of the oscil-
lator state. Below, we refer to this bit acquisition stage
of the protocol as the sBs bit acquisition.

The unitaries Ûx,∆ with x = q, p depicted in Fig. 1 (d)
strongly resemble the textbook phase estimation circuit,
except for the small displacements. These small displace-
ments are the ones responsible for the stabilization of
the cavity towards the finite-energy qunaught state ρ#∆ .
In comparison to directly applying the textbook phase-
estimation, where the number of photons would expo-
nentially grow as more bits are acquired, adding these
small displacements bounds the number of photons, and
preserves the nongaussian structure of the grid in the
presence of noise. This comes at the cost of a backaction
kicking the oscillator back to the center of phase-space
after each round, making subsequent bits carry less in-
formation about the initial displacements q0, p0.
Concretely, the positive operator valued measure

(POVM) of the sBs protocol is constructed from

the Kraus operators K̂x,g/e = ⟨g/e| Û ′
x,∆ |+⟩, where

the prime denotes that the last control displacement
is not included in the unitary. For the explicit
form of these Kraus operators, see Appendix C. Af-

1 15 30
T

0.5

1.0

p g
,q

(
,T

)

= 0.25
= 0.30
= 0.35

0 15T

8

4

n

FIG. 2. Noiseless dynamics of the protocol. Proba-
bilities of measuring the qubit in its ground state p̄g,q(β, T )
calculated with the average recovery map, after initial dis-
placement β = (q0 + ip0)/

√
2 with q0 = l/4 and p0 ∈ {0, l/2},

for different envelope widths ∼ 1/∆. Dashed lines correspond
to Eq. (1). Parameters a1, a2 are fitted, with a1 = 0.4 the best
fit at T = 0 for all ∆, and a2 ≃ 1.24 fitted for each ∆. The
inset shows the number of photons as a function of the num-
ber of rounds T . Lighter (darker) lines are used for a starting
displacement of p0 = l/4 (p0 = 0).

ter T rounds, where one round composes the acquir-
ing of two bits, one for each quadrature, the bit-
string obtained from the qubit measurements is b =(
bq1, b

p
1, . . . , b

q
T , b

p
T

)
. The associated measurement chan-

nel to this bitstring is Ebρ = K̂bρK̂
†
b, where K̂b =∏T

j=1 e
(−1)

b
p
j is∆lq̂/4K̂p,bpj

ê−(−1)
b
q
j is∆lp̂/4K̂q,bqj

. In this ex-

pression, the displacements between the Kraus operators
are the small displacement feedback dependent on the
outcome of the qubit measurements.
Due to the backaction kicking the oscillator back

to the center of phase space, standard simplifica-
tions done in the analysis of quantum phase estima-
tion algorithms are unavailable, and simple analyt-
ical expressions for the probability of a bit string,

p(b|q0, p0) = tr
(
K̂†

bK̂bρ(q0, p0)
)
, are out of reach. How-

ever, great simplification is achieved when considering
the averaged measurement probabilities of the qubit
at round T . These probabilities are p̄x,g(q0, p0, T ) ≡
tr
[
K̂†

x,gK̂x,gET−1ρ̂(β)
]
, with ET−1 the averaged measure-

ment channel after T − 1 rounds ET−1 =
∑

b Eb, and are
approximated by

p̄g/e,x(q0, p0, T ) ≃
1

2

[
1± e−a1∆

2

sin
(
lc∆x0e

−a2∆
2(T−1)

)]
,

(1)
with fitted parameters a1, a2. We numerically obtain
these averaged measurement probabilities using the fock
basis, with cutoff Hilbert space dimension of 140. In
Fig. 2, we plot these probabilities (full lines) for a dis-
placement in the q quadrature q0 = l/4, and displace-
ments in the p quadrature p0 ∈ {0, l/4}, for different
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envelopes with ∆ ∈ {0.25, 0.30, 0.35}. We also plot the
probability given by Eq. (1) (dashed lines), with qualita-
tive agreement. Note that only one full line per envelope
width ∆ is perceivable, as qubit measurement probabil-
ities after application of Û ′

q,∆ are nearly independent of

the p quadrature. In other words, the bits bqt (bpt ) carry
information only about q0 (p0). Hence, the multivariate
estimation problem, is reduced almost exactly to two in-
dependent ones. Additionally, in the inset we plot the
mean photon number as a function of the number of
rounds T . As shown there, the mean photon number
remains bounded, and near the steady-state value at all
times. For p0 = l/2 (lighter lines), initially more photons
are in the oscillator in comparison with p0 = 0 (darker
lines).

To summarize, we highlight three features of the
sBs metrology protocol. First, the stabilization of the
quadratures is nearly independent from one another.
This implies that we can separate the multivariate esti-
mation problem in two independent ones, with negligible
loss in precision. Second, the decay rate is a function
of the envelope width ∼ 1/∆. The larger the envelope
width, the slower the decay rate, and more informative
are the acquired bits at later rounds. This gain in preci-
sion is consistent with the fact that the larger the enve-
lope width is, the more photons are in the sensor state.
Third, both the mean number of photons, and the phase
space grid structure are preserved during the protocol.
This hints at the possibility of recycling the resulting
oscillator state for a new round of sensing, without the
need of emptying the cavity and restarting the whole pro-
tocol. Below, we proceed to characterize the metrological
performance. For more details in the description of the
protocol, including a quantitative explanation on the in-
dependence of the quadratures, and a more accurate ex-
pression for the averaged probabilities, see Appendix C.

B. Metrological potential

Here, we study the metrology potential of the sBs pro-
tocol in estimating the initial displacement (q0, p0). From
the analysis above, we can split the problem in two in-
dependent ones, one for each quadrature. This is due
to bitstrings bq (bp) containing information almost only
on the q (p) quadrature displacement q0 (p0). First, we
define the measures of metrological performance. One
of the main quantifiers available is the mean-square er-
ror, bounded for any estimator q̃(b) by the Cramer-Rao
bound [64],

E[(q̃(b)− q0)
2]q0 −B(q0)

2 ≥ {∂q0E[q̃(b)]q0}2
F [p(b|q0)]

, (2)

where E[f(b)]q0 =
∑

b p(b|q0)f(b), E[(q̃(b) − q0)
2]q0 ≡

δQ̃2 is the mean-squared error, F{p(b|q0)} =
E{[∂q0 ln p(b|q0)]2} is the Fisher information, and
B(q0) = (E[q̃(b)]q0 − q0) is the bias. Operationally,

(a)

(b)

FIG. 3. Noiseless local metrological performance. a)
Root of the mean-square error, b) sensitivity of the protocol
with maximum likelihood estimation as a function of the ini-
tial displacement q0 ∈ [−l/4, l/4]. Red solid lines are the val-
ues obtained with maximum likelihood estimation. Lighter
to darker lines represent 1, 2, 4 and 10 bits per quadra-
ture respectively. Dark dashed lines correspond to the bi-
ased Cramer-Rao bound, RHS of Eq. (2). Dotted lines are

the classical bound on the sensitivity 1/
√

F{p(b|q0)}. Solid

black line is the quantum bound on sensitivity 1/
√

4n̄ + 2, see
text for explanation. The legends next to the blue dots show
the squeezing needed to achieve the highest (lowest) mean-
square error (sensitivity) using two-mode squeezed vacuum
states. The envelope width is set by ∆ = 0.3.

the average of the mean-squared error over the prior
range quantifies the single-shot accuracy of the esti-
mation. In complement, if the interest is not on the
single-shot error, but on the sensing accuracy, the fig-
ure of interest is the sensitivity, defined as ∆q̃0 ≡√
E[(q̃(b)− q0)2]q0/|∂q0E[q̃(b)]q0 |. In other words, if the

channel generating the displacement is stochastic or the
access to it is limited, and the goal is to determine a
rough value of the displacement in each shot, the average
mean-squared error is an adequate figure of merit. On
the other hand, if access to a deterministic displacement
channel is unrestricted, and the objective is to distinguish
the exact value of the displacement from its immediate
neighbors, i.e. distinguish q0 (p0) from q0 + ϵ (p0 + ϵ) for
small ϵ, the sensitivity is a more informative quantifier of
metrological performance.
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In what follows, we show the performance obtained
by the protocol under both quantifiers, the mean-square
error and the sensitivity. We start by focusing on the
metrological performance under a flat prior q0, p0 ∈
[−l/4, l/4]. This choice of prior is standard if the dis-
placements are believed to be small, and no further infor-
mation is available. As estimation method, we use maxi-
mum likelihood estimation. In Fig. 3, we plot the square
root of the mean-square error and sensitivity achieved
after collecting 1, 2, 4 and 10 bits per quadrature (light
to dark full red lines), as a function of the initial dis-
placement q0 ∈ [−l/4, l/4]. We also plot the Cramer-Rao
bound for unbiased estimators (black dashed lines), and
the quantum limit on the performance given by the mul-
tivariate quantum Cramer-Rao bound (full black lines).
In addition, we mark with blue dots and accompanying
legend, the squeezing level in units of dB necessary for
two-mode squeezed vacuum states to achieve the same
performance. For details on how we obtain the estima-
tors, see Appendix D.

When a single bit is acquired, if the outcome of the
qubit measurement is g (e) the maximum likelihood es-
timator is l/4 (−l/4). This explains the observed small
value of the mean-square error close to these values of q0,
and is limited by the contrast in front of the sine term
in Eq. (1). On the other hand, near q0/l = 0 the error
is the half-width of the prior l/4. After acquiring 2 bits
of information, the estimators are q̃(gg/ee) = ±l/4 and
q̃(ge/eg) = ±0.025, and thus the error near q0/l = 0 is
reduced. Acquiring more bits continues this process of
filling the gaps between estimators of the previous round
and, for the first few bits gathered, the accuracy of the
estimation improves nearly linearly with the number of
bits. However, as more bits are collected, the improve-
ment in sensing accuracy per bit slows down, due to the
tradeoff between stabilization and signal acquisition in-
troduced by the small displacements of the sBs protocol.
Notably, the mean-square error achieved surpasses the
Cramer-Rao bound for unbiased estimators (solid dashed
lines) at values of q0 near l/4. This is possible, because
here the maximum likelihood estimator turns out to be
biased. Importantly, independently of the chosen estima-
tor, and contrary to the mean-square error, the sensitiv-
ity is always bounded by ∆q̃0 ≥ 1/

√
F{p(b|q0)}.

Remarkably, a key observation from Fig. 3 is that as
more bits are acquired, the sensitivity approaches the
quantum bound ∆q̃0 ≥ 1/

√
4n̄+ 2, given by the mul-

tivariate quantum Cramer-Rao bound (full horizontal
line). For example, for an envelope with ∆ = 0.3, the
number of photons in the cavity is n̄ ≃ 2.6. At this
number of photons the quantum limit, when measured
in units of dB of two-mode squeezed vacuum states, is of
13.6 dB. When 10 bits per quadrature are acquired (20
measurements in total), the resulting sensitivity is equiv-
alent to the one achieved with two-mode squeezed vac-
uum states with 13.4 dB of squeezing, 0.2 dB shy of the
quantum limit. To achieve this sensitivity with two-mode
squeezed vacuum states, n̄ ≃ 5.0 photons per quadrature
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FIG. 4. Noiseless metrological performance with
Gaussian priors. Mean-squared error of Bayesian estima-
tion as a function of the prior standard deviation. Only re-
sults for the q quadrature are shown. Lighter to darker red
lines are the values obtained with 1, 2 and 4 bits per quadra-
ture. Dashed green lines are obtained analytically assum-
ing infinite-energy with 1 and 2 bits per quadrature. Solid
(dashed) black line is the coherent (Gaussian) limit of dis-
placement estimation. The legends next to the blue dots show
the squeezing needed to achieve the same mean-square error
using two-mode squeezed vacuum states.

would be needed. Nearly twice the efficiency per number
of photons is reached. Notably, one bit per quadrature
suffices to beat the classical sensitivity achieved with co-
herent states and heterodyne detection. Moreover, we
find that the achieved sensitivity nearly saturates, but
does not surpass, the upper bound on the Holevo bound
given by

√
1 + 1/(8n̄+ 4)/

√
4n̄+ 2. For a detailed dis-

cussion on this last technical point, see Appendix B where
we derive the upper bound, and Appendix D where we
show the sensitivity achieved after acquiring 10 bits per
quadrature as a function of the envelope width, and com-
pare it with both, the upper bound on the Holevo bound,
and the multivariate quantum Cramer-Rao bound. In
addition, for details on the sensitivity convergence with
the number of acquired bits, see Appendix D.
Going beyond the finite [−l/4, l/4] range, we discuss

the metrological performance when the prior is Gaus-
sian P [q0, p0] = Gσ(q0)Gσ(p0). This scenario mathemat-
ically arises either due to incomplete prior information
or an inherent stochasticity of the signal, e.g. when a
force F (t) = Af(t) linearly coupled to the oscillator fluc-
tuates randomly in time with autocorrelation function
δ(t− t′). Hence, we take the averaged mean-square error
as the figure of merit. We adopt a Bayesian inference
approach, and use as estimator the conditional mean of
the posterior. This choice of estimator is ideal when the
objective is minimizing the averaged mean-square error
[64]. In Fig. 4, we show the mean-square error of the
q quadrature normalized by the prior variance σ2, as a
function of the prior standard deviation σ, when 1, 2
and 4 bits per quadrature are collected, for an envelope
with ∆ = 0.30. In the limit of ∆ → 0, we analytically
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FIG. 5. Noiseless backaction evading performance.
Mean-squared error of Bayesian estimation with continuous
operation of the sensor and total bit budget of 12 bits per
quadrature. See text for a detailed description of the proto-
col. Lighter to darker green (blue) lines are the mean-square
errors obtained with 4000 repetitions of the protocol for the q
displacement estimation (p) with 4, and 8 bits per quadrature
acquired. Red light (dark) solid line is the mean-square error
obtained when the sensor state is the finite-energy qunaught
state and 4 (8) bits per quadrature are acquired. Dashed
black line is the Gaussian limit of displacement estimation.
Dotted-dashed lines, added as a guide to the eyes, correspond
to the average of the mean-square errors from the second run
forward.

find that the Gaussian limit can be surpassed with as
few as 2 bits per quadrature. However, with the range
of envelopes we numerically explore ∆ ∈ [0.25, 0.4], we
find that in practice 3 to 4 bits are required. Acquiring
more bits increases the prior range where the Gaussian
limit is surpassed, up to a convergent value depending on
the envelope. Finally, we note that the smaller the prior
variance, the better the sBs metrology protocol fares in
comparison with two-mode squeezed vacuum states.

C. Backaction evading sensor

In the presence of an itinerant signal, possibly of vary-
ing amplitude and phase, the sensor must be repeatedly
probed for signatures of the signal. Backaction evading
measurements are ideal for such sensors. These measure-
ments, as defined by Caves in Ref. [51], are those where
the measurement itself prepares the sensor in an appro-
priate quantum state, ready for the next probing interval
and the next measurement. The sBs metrology protocol
is a backaction evading sensor. This is so, because as
bits are acquired, the measurement backaction drives the
cavity state back to the qunaught GKP state. As such,
this sensor is well suited for detecting and estimating
itinerant signals, for example fluctuating forces.

To test this backaction evading property we consider

the following protocol. After the initial displacement,
a bitstring b with T bits per quadrature is obtained to
estimate q̃0(b

q) and p̃0(b
p). Next, we apply a displace-

ment D̂(−βr) with βr = [q̃0(bq) + ip̃0(bp)]/
√
2. To cor-

rect for estimation errors, we follow with M rounds of
autonomous sBs, where the qubit is reset instead of mea-
sured. We refer to this sequence as the backaction evad-
ing protocol.

Numerically, we test this by starting the protocol in
the sensor state ρ# = |#⟩⟨#|, and applying a random
displacement sampled from a Gaussian prior P [q0, p0] =
Gσ(q0)Gσ(p0). Then, the backaction evading protocol is
performed, with resulting bitstring b1, Bayesian estima-
tors q̃0(b

q
1), p̃0(b

p
1), and state ρ1 = Rb1

ρ#. This output
state ρ1 is again randomly displaced and used as input
for the next iteration of the backaction evading protocol.
We repeat this sequence N times. The parameters T and
M are chosen to maximize the fidelity of the final state
with the qunaught finite-energy state. This motivates a
choice of M that is as large as possible; however, these
are uninformative bits, and should be kept at a mini-
mum. For example, choosing an envelope with ∆ = 0.3,
standard deviation of the prior σ = 0.15l, and a total
bit budget of T +M = 12 we find that setting T = 8
achieves the largest average recovery fidelity of the final
state with the initial one when weighted by the Gaus-
sian prior p(q0) = Gσ(q0). Here, the choice of bit budget
T +M = 12 is arbitrary, beyond it being large enough
to allow the protocol surpassing the Gaussian limit for
several different pairs {T,M}. In an applied setting, the
target accuracy, and the sensitivity per unit of time are
figures of merit that can be used to optimize T and M .
This optimization will depend on the experimental plat-
form and particularities of the experiment, and we do
not explore it further here. For details on the achieved
average fidelity, see Appendix D.

Figure 5 shows the mean-square error in estimating the
q quadrature and p quadrature displacements (full green
and blue lines) with N = 15, T = 8 and M ∈ {4, 8}
(darker lines for M = 8), averaged over 4000 samples
of the whole sequence. As benchmark, the full red line
shows the performance achieved starting from the finite-
energy qunaught state, in the asymptotic limit of sam-
ples. After only two backaction evading runs, the pro-
tocol reaches a steady mean-square error (dashed lines
show the average performance achieved for N ≥ 2) and
outperforms the single-mode Gaussian limit, confirming
that the sBs metrology protocol effectively functions as a
backaction-evading sensor. The decrease in performance
in comparison with the ideal case reflects, on average, a
deviation of the sensor state from the center of phase-
space at the end of each run due to estimation errors and
the slow recovery rate of the sBs protocol. In Sec. IV, we
point out possible strategies to decrease this deviation
and improve the information rate per unit time of the
protocol.
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D. Noise analysis

We now consider the effect of decoherence on the per-
formance of the metrology protocol. Most of the errors
in sBs stabilization occur in the big conditional displace-
ments, where a qubit relaxation event propagates to the
cavity and can cause a large displacement on the sen-
sor state [45]. Hence, we use a simplified noise model
where all qubit rotations and small conditional displace-
ments are perfect and free of noise. This assumption
is appropriate since those operations can be made much
faster than decoherence timescales of the system. To ac-
count for both qubit and oscillator relaxation and de-
phasing noise channels during the big conditional dis-
placements, we numerically solve the Lindblad master
equation ρ̇ = −i[ĤCD(β, TCD), ρ̂] +

∑
i D(ĉi)ρ̂, where

D(ĉi)ρ̂ = ĉiρ̂ĉ
†
i − {ρ̂, ĉ†i ĉi}/2, with

ĤCD(β, TCD) =
1

TCD

1

2
√
2
(iβâ† − iβ∗â)⊗ σ̂z. (3)

We use the collapse operators, ĉ1 = σ̂−/
√
T1,q, ĉ2 =

(1− σ̂z)/
√

2Tϕ,q, ĉ3 = â/
√
T1,c, and ĉ4 =

√
2â†â/

√
Tϕ,c,

where T1,q(c) is the relaxation time and Tϕ,q(c) the pure
dephasing time of the qubit (cavity). The pure dephasing
time is given by Tϕ,q(c) = (1/T2,q(c)−1/2T1,q(c))

−1, where
T2,q(c) is the coherence time of the qubit (cavity).
To evaluate the metrological performance of the proto-

col, we use as reference the experimentally measured life-
times of Sivak et al. [38], T0 = {T 0

1,q, T
0
2,q, T

0
1,c, T

0
2,c} with

values T 0
1,q = 280 µs, T 0

2,q = 240 µs, T 0
1,c = 610 µs, T 0

2,c =
980 µs, and a gate time of the big conditional displace-
ment of TCD = 500 ns. We compare the metrological
performance for different noise levels set by a multiplica-
tion factor η for all coherence times in T0. In other words,
we use the lifetimes Tη = {ηT 0

1,q, ηT
0
2,q, ηT

0
1,c, ηT

0
2,c}.

In Fig. 6, we show the sensitivity obtained assuming a
flat prior q0, p0 ∈ [−l/4, l/4] while using maximum like-
lihood estimation, and the mean-square error as a func-
tion of the Gaussian prior standard deviation while using
Bayesian estimation, for different noise levels. We obtain
these results by using as initial state the steady state
of the sBs protocol in presence of noise ρ#∆,η, where η
quantifies the strength of the noise used. Then, the sBs
bit acquisition is performed in the presence of noise. We
find that, as in the noiseless case, both quadratures are
nearly independent, and we show only results for the q
quadrature when 8 bits per quadrature are gathered set-
ting p0 = 0. The sensitivity at the center (q0 = 0) is less
affected by noise, with a sharp decrease in performance
near the borders of the prior. For both sensitivity with
maximum-likelihood estimation, and mean-square error
with Bayesian estimation, the difference in performance
from a multiplication factor on T0 of 2 to 1, and from 1
to 0.5 shows that as the noise increases, the performance
degradation gradient becomes steeper. This is mostly
due to a sharp decrease in the fidelity between the noisy
sBs steady state and the finite-energy qunaught state.

(a)

(b)

FIG. 6. Metrological performance in presence of noise.
a) Sensitivity obtained with maximum likelihood estimation
and flat prior q0 ∈ [−l/4,+l/4], b) mean-square error ob-
tained with Bayesian estimation, when 8 bits per quadrature
are gathered. Only results for the q quadrature are shown.
Lighter to darker red solid lines correspond to the sensitiv-
ity and mean-square error obtained with decreasing degree
of noise. Blue dots and legends show the required squeez-
ing to achieve the same sensitivity (mean-square error) using
noiseless two-mode squeezed vacuum states. In the bottom,
black solid (dashed) line is the coherent (Gaussian) limit of
displacement estimation.

Thus, improved state preparation [37, 65], can greatly
improve the achieved performance.
Our results show that while performance is degraded

in the presence of noise, and approaching the quantum
limit is no longer possible with the sBs protocol, sensitiv-
ities approaching 10 dB, and unconditionally surpassing
the Gaussian limit, is within reach with state-of-the-art
hardware. For details in the metrological performance in
the estimation of the p quadrature, the state preparation
fidelity with respect the ideal sensor state, a breakdown
of the effects of each type of noise, and the backaction
performance in presence of noise see Appendix E.

IV. DISCUSSION AND SUMMARY

We showed how a quantum error correction inspired
stabilizing dynamics on a bosonic mode, can be used for
the metrology of displacements in both quadratures with
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a sensitivity approaching the quantum limit given by the
multivariate quantum Cramer-Rao bound [9, 48, 53, 66].
Concretely, using an auxiliary qubit for control and mea-
surement, a GKP state is stabilized while extracting in-
formation on the displacement, thus being a backaction
evading sensor as defined by Caves in Ref. [51]. Even in
the presence of noise, we showed how any single mode
Gaussian strategy for displacement sensing can be un-
conditionally beaten, even if the latter is allowed an in-
finite number of photons [54]. Moreover, our results
hint that sensitivities reaching and possibly surpassing
10 dB can be obtained in current state-of-the-art mi-
crowave hardware, matching the performance obtained in
recent experiments at the optical regime [52]. Our work
also provides a valuable case study in quantum multivari-
ate estimation. Specifically, it shows how is possible to
approach the multivariate quantum Cramer-Rao bound,
even if the weak-commutativity condition is not satisfied
[14, 66]. This is the case due to the small ratio between
the Uhlmann curvature and the quantum Fisher informa-
tion matrix. Concretely, this ratio puts an upper limit
on the Holevo bound BH ≤ 1/(2n + 1) + 1/4(2n + 1)2

[16], which then approaches the QCRB as 1/16n2, where
n is the mean number of photons in the sensor state.
For details on the derivation, see Appendix B. Addition-
ally, our work shows that the sBs protocol for stabiliz-
ing GKP states, is nearly as slow as possible, as if it
were slower in correcting displacement errors than the
quantum bound could be surpassed. As such, our work
provides an example of how quantum metrology lower
bounds stabilization speeds. Moreover, although the ex-
perimental parameters we used in our noise analysis are
drawn from superconducting microwave experiments, the
protocol is platform independent, and can in principle be
performed in any platform realizing the qubit-oscillator
pair, such as trapped ions or mechanical oscillators [67].

Moving forward, many open questions remain. A path-
way to improve the information rate per unit time is al-
ternating between the sBs protocol for bit recollection,
and another faster stabilizing method to finish bringing
the state back at the center of phase-space [68]. Go-
ing beyond the estimation of the displacement in each
shot, the learning of the channel inducing the displace-
ment is a natural continuation. In Ref. [69] the au-
thors showed how two-mode squeezed vacuum states can
be used to gain an exponential advantage with respect
to any entanglement-free strategy in learning a random
displacement channel acting on N oscillators. In anal-
ogy with the estimation case, if prior information as-
sures that the displacement amplitudes are well below
the vacuum width, then we conjecture multimode GKP
states [34, 60, 70, 71] will not only provide an exponen-
tial advantage over the entanglement-free strategies, but
a constant factor improvement in the number of pho-
tons needed in comparison to two-mode squeezed vac-
uum states, an improvement that can prove to be very
significant in practice.

Additionally, here we have not tackled amplitude es-

timation. In particular, in quantum waveform estima-
tion, if the waveform is weak and stochastic, the sensing
problem becomes the detection of a small Gaussian noise
[72, 73]. In such case, the relevant quantity is the am-
plitude of the displacement, or, in other words, the ex-
cess energy coming from the stochastic source, while the
phase can be ignored [74, 75]. Concretely, in Ref. [73] the
authors showed that in the presence of noise and in the
limit of small signal, GKP states outperform two-mode
squeezed vacuum states in this task, with similar perfor-
mance only if the memory mode is pure (noiseless). Ad-
ditionally, in the relevant and closely related problem of
dark-matter detection, [72] it was shown that two-mode
squeezed vacuum states are optimal sensor states when
the memory mode is noiseless, up to a factor of two if the
photons in the memory mode are counted. Once again,
in analogy with the displacement problem, in presence
of noise one may expect similar or better performance
from GKP states. Thus, a careful analysis of the po-
tential stabilized GKP states have for weak-signal detec-
tion scenario seems desirable, as the backaction evading
properties of the sensor make it ideal for such task. How-
ever, amplitude estimation is a single-parameter estima-
tion problem with challenges differing from that of mea-
suring displacements. Concretely, the interest in dark-
matter searches and weak stochastic waveform detection
is set on detecting very small signals, much smaller than
the vacuum width [72, 73, 76–78]. As such, a comprehen-
sive analysis of the potential stabilized GKP states have
for weak-signal detection remains open.
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Appendix A: Background review

Here, we discuss relevant background on displacement
sensing, and quantum-error correction assisted metrol-
ogy. In each subsection, we highlight the most notable
features of the sBs metrology protocol, in connection with
the previous literature.
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1. Displacement sensing.

When only Gaussian states and resources are allowed,
without prior information the best single-mode strategy
in the estimation of two-quadrature displacements is to
prepare the oscillator in a coherent state followed by het-
erodyne measurement. In that case, the mean-square
error in the estimation achieved is δQ̃2+ δP̃ 2 = 2, where
δQ̃2 (δP̃ 2) is the mean-square error on the estimation
of the q (p) quadrature (here and henceforth ℏ = 1)
[48]. When all quantum states and operations are al-
lowed, the estimation precision is bounded by the Holevo
bound [79], which can always be saturated in the asymp-
totic limit. A looser bound is given by the by multi-
variate quantum Cramer-Rao bound (QCRB), which is
given by the trace of the quantum Fisher information
matrix QM (ρ) [66, 80]. When only a single-mode is used

as sensor, the resulting QCRB is δQ̃2+δP̃ 2 ≥ 1/(2n̄+1),
where n̄ = Tr[n̂ρ] is the mean number of photons in the
sensor state [53]. This bound is saturated when n̄→ ∞,
where the gap between the Holevo bound and the QCRB
vanishes [14, 16, 66]. For details on the derivation of
QCRB, the conditions under which it can be saturated,
and a detailed discussion on the gap between the Holevo
and quantum Cramer-Rao bounds see Appendix B and
Ref. [56].

Going beyond single-mode strategies, the optimal
Gaussian strategy uses two-mode squeezed vacuum
states, and has a mean-square error of δQ̃2+δP̃ 2 = 2e−2r,
where r is the squeezing parameter [48–52]. Exploiting
the concept of quantum mechanics free subspaces, both
quadratures can be estimated with unbounded precision,
bypassing the uncertainty principle [81]. Both the single-
mode coherent state strategy and the use of two-mode
squeezed vacuum have the advantage of having an es-
timation precision agnostic to the value of the displace-
ment. Hence, in practice, when there is no prior informa-
tion about the displacement these are the best strategies.

When Gaussian priors are available, with probabil-
ity distribution P0[Q,P ] = Gσ[Q]Gσ[P ], with Gσ[x] =

e−x2/2σ2

/
√
2πσ2, the single-mode Gaussian limits on the

mean-square error δQ̃2 + δP̃ 2 are [54],{
σ2, σ < 1
2σ2

σ2+1 , σ ≥ 1.
(A1)

The first case corresponds to subvacuum sensing, and
the bound is saturated by infinitely squeezed states with
homodyne detection. The second case, where the prior
variance is greater than the vacuum noise, corresponds to
classical sensing, and the bound is saturated by coherent
states and heterodyne detection. In the same scenario,
the optimal mean-square error on the estimation with
two-mode squeezed vacuum is given by [48],

δQ̃2 + δP̃ 2 =
2e−2rσ2

e−2r + σ2
, (A2)

where r is the squeezing parameter in Ŝ(r) = er(â
2−â†2)/2.

The Gaussian limit for subvacuum sensing is beaten us-
ing two-mode squeezed vacuum states when the squeezed
quadratures variance is below the prior variance, i.e.
when e−2r < σ2. Additionally, we note that Ref. [54] the-
oretically showed that the Gaussian limit can be beaten
in an appropriate range of priors with postselection using
a single mode fock states as sensor, in conjunction with
a second mode also prepared in a fock state. Concretely,
the postselection criteria there is keeping only displace-
ments smaller than certain value. In the main text, we
compared the performance of the sBs metrology proto-
col with the optimal precision achieved with two-mode
squeezed vacuum states Eq. (A2), and showed that it
beats both the classical and subvacuum Gaussian limits
in an appropriate range of priors without postselection.
Beyond Gaussian priors, when the displacement is be-

lieved to be small, the use of flat priors confining the
possible displacements to a finite range q0, p0 ∈ [−a, a]
is common in practice. When a =

√
π/2, Ref. [53]

showed how single-mode modular measurements [82] can
be used to construct an estimator with mean-squared
error δQ̃2 + δP̃ 2 = O(1/

√
n̄). In that case, measuring

modular functions of the quadratures allows bypassing
the uncertainty principle [83]. In the sBs metrology pro-
tocol, while ignoring noise, we numerically find that the
sensitivity approaches the multivariate quantum Cramer-
Rao bound δq̃2+δp̃2 ≥ 1/(2n̄+1). This comes at the cost
of restricting the prior to the range q0, p0 ∈ [−a, a] with
a =

√
π/8. For details of the numerical convergence to

the bound, see Appendix D. For two-modes, if only the
photons of one of the modes are considered, two-mode
squeezed vacuum states formally saturate the bound in
the limit of infinite squeezing. However, if photons of
both the sensor and the memory modes are counted, the
sensitivity falls short of the quantum bound in photons
per quadrature by a factor of 2.

2. QEC assisted metrology

In QEC assisted metrology protocols, a fundamental
tradeoff exists between sensitivity and robustness. In its
simplest form, this is captured by the expression

(R ◦ EΓ ◦ ΛX)ρ = (Eg(Γ) ◦ Λf(X))ρ, (A3)

where ΛX is the encoding quantum channel dependent
on the parameter X to be sensed, EΓ is the noise chan-
nel dependent on the strength of the noise Γ, and R
is the recovery channel, with Λ0 = E0 = I. The ideal
case is f(X) = X, g(Γ) = 0, that is, the encoding of
the signal remains unchanged while all the noise is sup-
pressed. If the encoding quantum channel is the uni-

tary ΛX=̇e−iXĜėiXĜ, P is the projector onto the code

space, and E =
∑

k ÊkρÊ
†
k, the necessary and sufficient

requirements to achieve the ideal QEC condition where
all the noise is suppressed without affecting the signal,
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are (i) [Ĝ, P ] = 0, and (ii) PÊiÊjP = Ai,jP with
A = (Ai,j) a hermitian matrix [30]. For displacement
sensing, this requires a code with infinite energy code-
words. Hence, we are restricted to the situation where
g(Γ) = 0 and f(X) = X cannot be both satisfied simulta-
neously. Even so, it might be the case that g(Γ), f(X) are
such that we can still reach the Heisenberg limit, or, in
this context, saturate the quantum Cramer-Rao bound.

A necessary and sufficient condition for reaching the
HL in the number of probes or measurement time is the
‘Hamiltonian not in Lindblad span’ (HNLS) [84]. Con-

cretely, consider a Lindblad equation ρ̇ = −iX[Ĝ, ρ] +

D[L̂]ρ, then a necessary and sufficient condition for

reaching the HL, is that the generator Ĥ is not in the
hermitian span of {I, L̂, L̂†, L̂L̂†} ≡ SH [L̂]. This condi-
tion captures the following intuition. If the signal and
the noise do not have orthogonal components, then any
recovery operation correcting the noise also erases the sig-
nal. However useful, this theorem as presented in Refs.
[31, 84], does not apply to the sBs metrology protocol.
This is so because, in the standard approach to QEC
metrology, the sensor experiences an effective evolution
within the codespace. On the contrary, in the protocol
we present there is no such codespace, as we are using
the qunaught GKP state. Nonetheless, useful intuition
can be gained by it as we now discuss.

In the sBs metrology protocol, the qunaught GKP
state is prepared by trotterizing a Lindblad dynamics

ρ̇/Γ = D[d̂q,∆]ρ + D[d̂p,∆]ρ where d̂x,∆ = ln T̂x,∆, and
Γ is the decay rate. For infinite energy ∆ = 0, the
generators of displacement, the linear span of {q̂, p̂}, are
not in the Lindblad span of the dissipators, and hence,
the displacement can be distinguished with infinite preci-
sion as it never decays. However, for any nonzero ∆ the
generators of displacements are in the hermitian span
of these dissipators, and hence the stabilization progres-
sively erases the encoded displacement while stabilizing
the state back to the center of phase-space. The erasure
rate depends on the number of photons used in the sen-
sor state, and vanishes in the limit of an infinite number
of photons. For finite-energy, we numerically find that is
well fitted by an exponential decay. For details on this
decay, see Appendix C.

Appendix B: Quantum bound on two-quadrature
displacement estimation

In this appendix, we provide a pedagogical explana-
tion of the two-parameter quantum estimation problem
[53, 66]. Concretely, we derive the multivariate quan-
tum Cramer-Rao bound (QCRB) for two-quadrature
displacement sensing. Moreover, we will show how
the weak-commutativity condition and the measure-
ment incompatibility quantified by the ratio between the
Uhlmann curvature and the quantum Fisher information
[16, 56], explains why the protocol we presented in the
main approaches but does not saturate the QCRB. In do-

ing so, we formalize the intuition presented in Appendix
A of Ref. [53]. We stress that throughout we focus on sim-
plicity. For a rigorous mathematical treatment of multi-
variate quantum estimation, we refer the reader to Refs.
[14, 16, 79], and to Ref. [66] for a broader overview.
In the two-parameter estimation problem, the estima-

tion uncertainty is quantified by the covariance matrix of
estimators,

C(ρx, E , x̃) =
∑
b

p(b|x)[x− x̃(b)][x− x̃(b)]T , (B1)

where ρx is the family of density matrices parametrized

by the displacement vector x =
(
q0 p0

)T
, E is the mea-

surement channel with POVMs {Eb} and outcomes b

(e.g. bitstrings), x̃(b) =
(
q̃(b) p̃(b)

)T
is the estimator

vector, and p(b|x) = tr(Ebρx) is the probability of mea-
suring b given a displacement x. For unbiased estima-
tors, the norm of this covariance matrix is lower bounded
by the Fisher information matrix F(ρx, E), which in turn
is bounded by the quantum Fisher information matrix
FQ(ρx),

C(ρx, E , x̃) ≥
F−1(ρx, E)

N
≥

F−1
Q (ρx)

N
, (B2)

where N is the number of repetitions of the measurement
protocol. Operationally, this means that for any vector
v, it holds that vTCv ≥ vTF−1v/N ≥ vTF−1

Q v/N . For
any v, is always true that an optimal POVM saturating
the rightmost inequality can be found in the asymptotic
limit N → ∞[85].
Generally, the cost function of the estimation is given

by tr(WC), with the weight matrix W =
∑

j wjvjv
T
j . For

this general cost, we have the chain of inequalities,

tr(WC) ≥ tr
(
WF−1

)
N

≥ BH(ρx,W)

N
≥

tr
(
WF−1

Q

)
N

,

(B3)
where BH(ρx) is the Holevo bound, always saturable in
the asymptotic limit [79]. Below, we will proceed to up-
per bound the Holevo bound, and as such upper bound
the achievable performance in the asymptotic limit [66].
Following Ref. [16], we do so by computing the QCRB,
and then bounding its ratio with the Holevo bound.
In the two-quadrature displacement estimation prob-

lem we are interested in the case where the cost is the
sum of the mean-square errors tr(C) = E[(q̃(b)− q0)

2] +
E[(p̃(b)−p0)2], and W = vqv

T
q +vpv

T
p = I is the identity

matrix. In virtue of the QCRB, rightmost inequality of

Eq. (B3), this cost is bounded by tr
(
F−1
Q

)
/N . The quan-

tum Fisher information matrix is defined as [80, 86],

(FQ)µν =
1

2
tr
(
ρx{L̂µ, L̂ν}

)
, (B4)

where ν, µ ∈ {q, p} and L̂µ are the symmetric logarith-
mic derivative (SLD) operators, implicitly defined as so-

lutions of the equation ∂µρx = (L̂µρx + ρxL̂µ)/2. For



11

pure states ρx = |ψx⟩⟨ψx|, and unitary encoding |ψx⟩ =
Û(x) |ψ0⟩, with Û(x) = exp(−iq0p̂+ ip0q̂), the SLD op-
erators evaluated at q0 = p0 = 0 (locality of the QCRB

allows this simplification) are L̂q = 2i[−p̂, |ψ0⟩⟨ψ0|], L̂p =
2i[q̂, |ψ0⟩⟨ψ0|]. Then, the quantum Fisher information
matrix is given by,

FQ = 4

(
⟨q̂2⟩ −Cov(q̂, p̂)

−Cov(q̂, p̂) ⟨p̂2⟩

)
, (B5)

where ⟨•⟩ = ⟨ψ0|•|ψ0⟩, and Cov(Â, B̂) = ⟨ÂB̂+B̂Â⟩/2−
⟨Â⟩⟨B̂⟩. The trace of the inverse is minimized when the
offdiagonal terms vanish, hence, states with no covariance
between the quadratures are the ones of interest. Exam-
ple of such states are fock states, square GKP states and
compass states [53, 87, 88]. Then, is direct to proof that
the trace of the inverse is bounded by,

tr
(
F−1
Q

)
≥ 1

2n̄+ 1
, (B6)

with n̄ = ⟨n̂⟩, the mean number of photons in the sensor
state |ψ0⟩.
Having computed the QCRB bound, we now determine

whether the Holevo bound saturates it. First, without
explicit calculations, is straightforward to see that in the
limit of infinite-energy the Holevo bound saturates the
QCRB. In this limit, infinitely squeezed states in con-
junction with homodyne measurements saturate the sin-
gle quadrature QCRB. Instead of an homodyne measure-
ment, a modular quadrature measurement would also
saturate the bound, as the QCRB is a local quantity.
Hence, as locally infinite-energy GKP states are infinitely
squeezed states in both quadratures, measurements of the
modular quadratures q̂[l], p̂[l] with l =

√
2π, saturate the

bound. Beyond this idealized case, restricting ourselves
to finite-energy, a necessary and sufficient condition for
the Holevo bound to saturate the QCRB is [14, 89],

Uµν =
1

2i
tr
(
ρx[L̂µ, L̂ν ]

)
= 0, (B7)

for all µ, ν ∈ {q, p}. The matrix U is refered to as the
mean Ulhman curvature. This vanishing of the mean
Ulhman curvature is known in the literature as weak com-
mutativity condition or simply as compatibility condition.
For pure states and unitary encodings, the Uhlmann
curvature takes the simple form U = Im ⟨ψ0|HHT |ψ0⟩,
where H = iÛ†

x∇Ux is a vector arranging the her-
mitian generators associated to each variable. Explic-
itly, here we have (up to unimportant scalar additions)

H =
(
p̂ −q̂

)T
. From where it follows,

U =

(
0 1/2
1/2 0

)
, (B8)

where we used the fact that Im ⟨q̂p̂⟩ = 1/2 for any state,
something that follows from [q̂, p̂] = i. Hence, for any fi-
nite energy sensor state, the Holevo bound does not satu-
rate the two-quadrature displacement estimation QCRB.

However, we know that in the limit of infinite energy it
does. The transition is explained by the ratio between
the Uhlmann curvature and the quantum Fisher informa-
tion matrix, which bounds the ratio between the Holevo
and quantum Cramer-Rao bounds [16],

1 ≤ BH(ρx,W)

tr
(
WF−1

Q

) ≤ 1 +R ≤ 2, (B9)

with R = ||iF−1
Q U||∞, where || • ||∞ indicates the largest

eigenvalue norm. Explicitly,

1

2n̄+ 1
+

1

4(2n̄+ 1)2
≥ BH(ρx, I). (B10)

Hence, the Holevo bound approaches the QCRB as
1/16n2, and as such, for even moderate number of pho-
tons the QCRB can in principle be nearly saturated. In
the asymptotic limit, where the Holevo bound is guaran-
teed to be saturated with an appropriate choice of mea-
surement basis and estimator, the LHS of Eq. (B10) up-
per bounds the achievable precision.
Going beyond unbiased estimators, if these are bi-

ased, the Jacobian matrix of the estimators B(ρx, E , x̃) =
E[∂x̃/∂x] weights the Fisher information matrix, and in-
stead of Eq. (B2) we have the inequality chain,

C ≥ BF−1BT ≥ BF−1
Q BT . (B11)

Hence, taking the trace, and assuming both quadratures
are symmetric, we obtain the 1/

√
4n̄+ 2 bound on the

achievable sensitivity. In the asymptotic limit, and in
virtue of Eqs. (B3) and (B9) to (B11), the achievable sen-

sitivity is upper bounded by
√
1 + 1/(8n̄+ 4)/

√
4n̄+ 2.

Appendix C: small-Big-small stabilization protocol

Here, we provide details on the small-Big-small (sBs)
stabilization protocol introduced in Refs. [41, 45], and
used in the main text. First, we establish notation. We
denote the bosonic annihilation operator as â, quadra-
tures q̂ = (â† + â)/

√
2), p̂ = i(â† − â)/

√
2, and modu-

lar quadratures x̂[m] ≡ x̂ mod m, with x ∈ {q, p}. Ro-

tated quadratures are denoted as x̂θ = R̂(θ)x̂R̂(θ)†, with
R̂(θ) = e−iθn̂, and the displacement operator D̂(β) =
exp
(
βâ† − β∗â

)
. We abbreviate hyperbolic functions as

c∆ = cosh
(
∆2
)
, s∆ = sinh

(
∆2
)
, t∆ = tanh

(
∆2
)
. We

write Pauli matrices as σk with k ∈ {x, y, z}, and adorn
all other quantum operators with a hat.
The sBs protocol aims to stabilize the finite-energy

qunaught state via trotterization of the Lindblad dynam-
ics,

˙̂ρ

Γ
= D[d̂q,∆]ρ+D[d̂−,∆]ρ ≡ Lρ̂, (C1)

where d̂x,∆ ∝ ln T̂x,∆ = (x̂[l/c∆]/
√
t∆+ ix̂π/2

√
t∆), and Γ

is the decay rate, to be set below. Hence, L |#∆⟩⟨#∆| =



12

0, the finite-energy qunaught state is the steady state.
The trotterization is done on the unitaries obtained
after modelling the oscillator-bath interaction with an
oscillator-qubit one,

Û target
x,∆ = exp

(
−i
√

Γδt

2
[d̂†x,∆(σx + iσy) + h.c.]

)
, (C2)

followed by reset of the qubit after each interaction. Ap-
proximating the bath as a qubit is accurate whenever√
Γδt is small. The next step is to perform the trotteri-

zation eÂx+B̂x ≃ eÂx/2eB̂xeÂx/2. The choice, Âx ∝ x̂π/2
and

√
Γδt = l

√
c∆s∆/2, leads upon rearrangement to the

sBs circuit shown in Fig. 1. The alternative choice, Âx ∝
x̂[l/c∆] leads to the Big-small-Big protocol, analyzed for

metrology in Ref. [59]. The choice of
√
Γδt ensures

the modularity of the unitary, that is, invariance under
modular displacements ei(l/c∆)x̂π/2Ûx,∆e

−i(l/c∆)x̂π/2 =

−Ûx,∆. Then, the effect on the stabilizers is approx-

imately given by Ûx,∆T̂xπ/2,∆Û
†
x,∆ ≃ −T̂xπ/2,∆ and

Ûx,∆T̂x,∆Û
†
x,∆ ≃ T̂x,∆. In other words, the unitary take

the state of the oscillator from the +1 to the −1 eigen-
state of T̂xπ/2,∆. To ensure stability, in the next applica-

tion we update the definition of d̂xπ/2,∆ ∝ ln T̂xπ/2,∆ →
ln
(
−T̂xπ/2,∆

)
.

To deal with these updates, results convenient to de-
fine a gauge vector j = (jq, jp) with jx ∈ {0, 1}. Tak-
ing into account this gauge change, and upon simpli-
fications using the identities σx = ĤσzĤ and σy =

R̂z(π/2)ĤσzĤR̂
†
z(π/2), we obtain the sBs unitaries,

Û
jq
q,∆ = CD̂

(
ls∆
2

)
R̂†

x

(
νq
π

2

)
CD̂(−ilc∆)

× R̂x

(π
2

)
CD̂

(
ls∆
2

)
,

(C3a)

Û
jp
p,∆ = CD̂

(
i
ls∆
2

)
R̂†

x

(
νp
π

2

)
CD̂(lc∆)

× R̂x

(π
2

)
CD̂

(
i
ls∆
2

)
,

(C3b)

with νx = (−1)jx , and CD̂(α) =

exp
[
(αâ† − α∗â)σz/2

√
2
]
. These unitaries, displayed

in circuit form in Fig. 1, stabilize by turns the four
joint +1 eigenstates of {(−1)jq T̂q,∆, (−1)jp T̂p,∆}. These
four eigenstates are nearly translational invariant with
respect to one another, hence their metrological power
for displacement sensing is equivalent. The finite-energy
qunaught state we use is the joint eigenstate for gauge
j = (0, 0). For more details on the unitaries derivation,
see Ref. [45].

For metrology, the last control displacement is sub-
stituted by measurement and feedback. The Kraus
operators of each subround q, p, defined as K̂x,g/e =

⟨g/e| Û ′
x,∆ |+⟩, are

K̂jx
e/g,x =

1√
2
[e−iφ cos

(
lv

2
x̂θ+ ± νxπ/4

)
− ieiφ cos

(
lv

2
x̂θ− ± νxπ/4

)
],

(C4)

with the + sign of ± associated to e, φ = πs∆c∆/8,

v =
√
c2∆ + s2∆/4, and θ± = arctan(±t∆/2). Hence, the

measurement of the qubit is an indirect measurement of
the modular quadratures of the oscillator. To second
order in ∆, the Kraus operators take the simple form
(up to normalization),

K̂jx
e/g,x ∝ cos

(
lc∆
2
x̂± νπ/4

)
− i sin

(
lc∆
2
x̂± νπ/4

)
sin

(
ls∆
4
x̂π/2

)
.

(C5)

The first term, the ideal one, is a modular measurement
of the x quadrature. The second term is a weak mod-
ular measurement of both quadratures simultaneously,
reduces the contrast obtained by the first term, and
is responsible for the stabilization. Additionally, using
Eq. (C5), a simple calculation shows that the measure-
ment probabilities do not depend on x̂π/2 up to fourth
order in ∆. Then, the main backaction in the opposite
quadrature is via the feedback. When taking the aver-
age, the action of the feedback cancel each other, which
explains the observed independency of the quadratures
on average.
Concretely, for a single subround, i.e. ρ →

K̂jx
e/gρ(K

jx
e/g)

†, the probabilities of measuring the qubit

in e/g are,

pjxe/g,x ≃ 1

2
[1∓ νxCK(∆)⟨sin(lc∆x̂)⟩], (C6)

with CK(∆) a contrast function. The expectation value
⟨sin(lc∆x̂)⟩ can be approximated analytically. However,
given that we also need to account for the contrast
CK(∆), we find it convenient to express the probabili-
ties as,

pjxe/g,x =
1

2
[1∓ νxe

−a1∆
2

sin(lc∆⟨x̂⟩)]. (C7)

In Fig. 7 a) we plot these probabilities for ∆ = 0.3, and

displacements D̂(q0
√
2) with q0 ∈ [0, l/4]. We find a1 =

0.4 to be an excellent fit. For numerical calculations, we
use the fock basis with dimension n = 150. All codes are
available at [90].
Going beyond the single subround case, to gain intu-

ition we focus on the probabilities after the application
of the average recovery map, that is ρ → RT ρ. Heuris-
tically, to stabilize a grid with finite energy, there must
be a drift to the center of phase space, along a drift to-
wards each point in the lattice. Hence, when the sensor
state is displaced within the first lattice cell, its center,
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(a) (b)

FIG. 7. Probabilities of measuring the qubit in the ground
state in the first subround a), and after several rounds us-
ing the averaged recovery map b). a) As a function of q0 with

p0 = l/4 fix, after a displacement D̂(β) with β = (q0+ip0)/
√

2
on the ideal sensor state |#∆⟩. Solid lines are numerics, and
dashed lines correspond to Eq. (C7) with a1 = 0.4. b) Evolu-
tion of the probability as a function of the number of rounds
T , following an initial displacement with q0 = p0 = l/4. Solid
lines are numerics. Dark dashed lines are Eq. (C8), with
a2 = 1.44, a3 = 0.44, fitted for ∆ = 0.3. The same a2 and a3

are used for all three values of ∆.

(⟨q̂⟩, ⟨p̂⟩), feels an attraction both towards the center of
phase space, and to the nearest grid point. The sim-
ple expression for the probability of measuring the qubit
Eq. (1), captures the attraction felt towards the center
of phase space. The following,

p̄e/g,x(β, T ) =
1

2
∓ νx

2
e−a1∆

2

sin
(
lc∆x0e

−f(x0,T )∆2(T−1)
)
,

(C8)
with f(x0, T ) = a2 − a3| sin(lx[T ])|, and x[T ] =

q0e
−f(x0,T−1)∆2(T−1), captures both. In Fig. 7 b), we

plot pe,q up to 30 rounds for ∆ ∈ {0.25, 0.3, 0.35}. We
find excellent agreement between Eq. (C8) and the nu-
merically obtained probabilities.

Appendix D: Noiseless metrological performance of
the sBs protocol

In this appendix, we provide further details on the
metrological performance of the protocol presented in the
main. We discuss our simulation methods, and provide
a detailed discussion on how we obtained the estimators.
For flat priors q0, p0 ∈ {−l/4, l/4}, we provide results on
the sensitivity achieved as a function of ∆, and compare it
with the bound obtained in Appendix B. When Gaussian
priors are used, we provide the mean-square error, and its
variance, as a function of ∆ and number of rounds of esti-
mation. Note that it is necessary to discretize the space
of possible displacements, and we numerically confirm
the convergence of the chosen discretization. Through-
out this appendix, for ease of notation we omit the gauge
choices and the small feedback displacements, both in-
cluded in the simulations. All codes used to obtain the
results shown are available at [90].

1. Numerical construction of the estimators

We do our simulations in the fock basis, with a Hilbert
space dimension of 140 for ∆ ∈ {0.25, 0.4}. The initial
state we use, ρ0, is the steady state of the sBs proto-
col, that we numerically obtained after 120 rounds of
autonomous sBs, with the vacuum as initial state. To be
concrete, one round of autonomous sBs consists of ρin →
ρq = K̂g,qρinK̂

†
g,q + K̂e,qρinK̂

†
e,q → ρout = K̂g,pρqK̂

†
g,p +

K̂e,pρqK̂
†
e,p. We numerically obtain the Kraus operators

from their definition K̂x,g/e = ⟨g/e| Û ′
x,∆ |+⟩. The result-

ing state is nearly exactly the qunaught GKP state with
associated gauge vector j = (0, 0). We check this is the
case, by computing the expectation value of the stabiliz-
ers T̂x,∆ which we found to be close to 1 up to 3 decimal
points.
The estimators are obtained from the probabilities of

measuring the qubit bitstring b, that consists of 2T bits
after T rounds of sBs. Due to the near independency
of the quadratures, we split these bitstrings in two bit-
strings of length T , one for each quadrature, and write
b =

(
bq bp

)
. We obtain the estimator of the initial dis-

placement q0 (p0), from the resulting bitstring bq, and
we write it as q̃0(bq) (p̃0(bp)). The maximum likelihood
estimator is defined as the value of q0 that maximizes the
distribution p(q0|bq) ∝ p(bq|q0)p(q0), where p(q0) is the
prior distribution. The Bayesian estimator we use, is the
mean value of the posterior distribution p(q0|bq), that is

q̃0(bq)B =

∫
dq0p(q0)p(q0|bq), (D1)

where p(q0) = e−q20/2σ
2

/
√
2πσ2 is the prior distribution.

As already mentioned in the main, this choice is so as it
minimizes the averaged over the prior mean-square error∫
dq0p(q0)E[(q̃0(bq)−q0)2]q0 , where E[(q̃0(bq)−q0)2]q0 =∑
bq
p(bq|q0)[q̃0(bq) − q0]

2 is the average taken over the

possible bitstrings for a given displacement q0. The same
is done for the p quadrature, now with bp. Hence, to
build the estimators we need the probabilities of measur-
ing the bitstrings bq, bp, for a grid of values q0, p0, with
large enough range and fine graining to assure conver-
gence in the computation of the maximum and mean of
the posterior distributions.
By definition, p(bq|q0) =

∫
dp0

∑
b p(b|q0, p0), with bq

in b. Each one of the probabilities p(b|q0, p0) can be

computed exactly as tr{K̂bρ0(q0, p0)K̂
†
b}, where K̂b =∏1

t=T K̂bpt ,p
K̂bqt ,q

, and ρ0(q0, p0) = D̂(β)ρ0D̂(β)† with

β = (q0 + ip0)/
√
2. Clearly, carrying out this compu-

tation is prohibitive for a large T , e.g. for T = 12 a total
of 224 probabilities would need to be computed. Con-
veniently, the near independence between the quadra-
tures greatly simplifies the problem. Concretely, this
independence translates in the fact that the probabil-
ity of measuring the bitstring bq, is nearly independent
of both the initial displacement in the p quadrature p0,
and the probability of measuring bp. In mathematical
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terms, p(bq, bp|q0, p0) ≃ p(bq, b
′
p|q0, p′0) for any pair of

p quadrature bitstrings (bp, b
′
p), displacements in the p

quadrature (p0, p
′
0), q quadrature bitstring bq, and ini-

tial displacement D̂(β). Hence, we can use the proba-
bilities p(bq|q0, 0) (p(bp|0, p0)) to estimate the displace-
ment in q (p) quadrature q0 (p0), with minimal losses in
performance. We compute p(bq|q0, 0) using the update

rule ρt(β) → ρt,q(β) = K̂btq,q
ρt(β)K̂

†
btq,q

→ ρt+1(β) =

K̂g,pρt,q(β)K̂
†
g,p + K̂e,pρt,q(β)K̂

†
e,p, with β = q0/

√
2, and

p(bq|q0, 0) = tr[ρ(bq, q0)], where ρ(bq, q0) is the unnor-
malized density matrix obtained after the application of
the update rule for all bits in bq. This allows us to
efficiently and exactly compute these probabilities. To
compute the probabilities of measuring bp given p0, we
use the same approach, now with update rule ρt(β) →
ρt,q(β) = K̂g,qρt(β)K̂

†
g,q + K̂e,qρt(β)K̂

†
e,q → ρt+1(β) =

K̂btp,p
ρt,q(β)K̂

†
btp,p

, and β = ip0/
√
2.

Once the probabilities of measuring each bitstring bq
after T rounds of estimation are obtained, building the
estimators of the initial displacement q0 (p0) for each
q (p) bitstring q̃0(bq) (p̃0(bp)), is straightforward. For
clarity, we summarize the steps we do to obtain the esti-
mators in list form,

• Step 1. The initial sensor state ρ0, is displaced to
ρ0(β) = D̂(β)ρ0D̂(β)†. Repeat this step and all
that follow for different values of q0, p0. To check
the discretization chosen, ensure convergence of the
resulting estimators.

• Step 2. To compute p(bq|q0) apply the unravelled in

q sBs update ρt(β) → ρt,q(β) = K̂btq,q
ρt(β)K̂

†
btq,q

→
ρt+1(β) = K̂g,pρt,qK̂

†
g,p + K̂e,pρt,qK̂

†
e,p, with β =

q0/
√
2. Then, the probability is given by p(bq|q0) =

tr[ρ(bq, q0)], and repeat for all bq ∈ ZT
2 . Do a sim-

ilar computation for the p quadrature, now with
update rule ρt(β) → ρt,q(β) = K̂g,qρt(β)K̂

†
g,q +

K̂e,qρt(β)K̂
†
e,q → ρt+1(β) = K̂btp,p

ρt,q(β)K̂
†
btp,p

, and

β = ip0/
√
2.

• Step 3. Construct the estimators of the initial
displacements associated to each bitstring, q̃0(bq),
p̃0(bp). The maximum likelihood estimator is the
value of q̃0 ∈ [−l/4, l/4] where the maximum value
of p̃(bq|q0) is reached. The Bayesian estimator is
the mean of the posterior p̃(q0|bq) ∝ p̃(bq|q0)p(q0),
with Gaussian prior p(q0) = e−q20/2σ/

√
2πσ2. Nu-

merically, we set q0, p0 ∈ [−l, l], a range that allows
us to accurately compute the aforementioned mean.

2. Metrological performance

First, we focus on the case where we expect the dis-
placement to be small, and we use a flat prior q0, p0 ∈
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FIG. 8. Noiseless sensitivity at q0 = p0 = 0 as a function of
∆. Solid red (dashed blue) line is the sensitivity achieved
in the estimation of the q (p) quadrature displacement q0
(p0). Solid black line is the bound on the sensitivity given by
multivariate quantum Cramer-Rao bound (QCRB). Dotted
black line is the upper bound on the Holevo bound derived in
Appendix B.

[−l/4, l/4]. In Fig. 8, we plot the sensitivity achieved in
the estimation of each of the quadratures at q0 = p0 = 0,
after T = 10 rounds of estimation, as a function of the
envelope width ∆. The sensitivity achieved in the esti-
mation of q0 (solid red line), is nearly equal to the one
achieved in the estimation of p0 (dashed blue line). Both
of them, approach the upper bound on the Holevo bound
(dotted black line), given by

√
1 + 1/(8n̄+ 4)/

√
4n̄+ 2.

In the figure, as ∆ decreases the distance to the bound
increases. This is explained by the fact that for T = 10,
not all the available information of the displacement has
been extracted for these lower values of ∆. This gap is
better understood looking at Fig. 9. There, we plot the
sensitivity achieved on the estimation of q quadrature, at
q0 = p0 = 0, as a function of the number of bits acquired
for different envelopes (solid lines). For the smaller en-
velope (larger ∆), the upper bound on the Holevo bound
(dashed lines) is nearly saturated, and as more bits are
acquired the performance does not improve. For a larger
envelope with ∆ = 0.25, up to T = 10 bits acquired the
decaying slope suggests that as with the other envelopes,
the bound will be approached if more bits are acquired.

In our simulations, for each value of ∆ in Fig. 8, we
used a range of q0 ∈ [−l/4, l/4] (p0 ∈ [−l/4, l/4]) with
51 values on it, which translates on 52224 probabilities
computed for each point in the plot. Thus, we note that
a path to improve the efficiency of the simulations, reach
higher values of T and envelopes with smaller ∆, will be
using the sBs basis developed in Ref. [91], instead of the
fock basis as we do here.

When doing estimation with Gaussian priors
p(q0, p0) = Gσ(q0)Gσ(p0), the main figure of merit
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FIG. 9. Sensitivity in the estimation of the q quadrature dis-
placement at q0 = p0 = 0, as a function of the number of bits
acquired, for different envelopes. Dashed lines correspond to
the upper bound on the Holevo bound derived in Appendix B.

we use is the averaged over the prior mean-square error,

E[(q̃0(bq)−q0)2] =
∫

dq0Gσ(q0)E[(q̃0(bq)−q0)2]q0 , (D2)

where E[(q̃0(bq) − q0)
2]q0 =

∑
bq
p(bq|q0)E(q̃0(bq) −

q0)
2. A second relevant quantity is the variance of this

mean-square error defined as Var[(q̃0(bq) − q0)
2]q0 =

E{(q̃0(bq) − q0)
2 − E[(q̃0(bq) − q0)

2]}q0 . This is so be-
cause, in the finite sample regime, the averaged error will
differ from the theoretical one, which assumes an infinite
number of samples. Hence, the averaged over the prior
variance of the mean-square error

∫
dq0p(q0)Var[(q̃0(bq)−

q0)
2]q0 , is an indicator of how much deviation from the

asymptotic mean to expect. In Fig. 10 a), we plot
the mean-square error, and its variance, as a function
of the prior standard deviation, for ∆ = 0.3. Around
σ/l = 0.15, where the minimal ratio between the mean-
square error and the prior is achieved, the variance is
around a third of the mean-square error. This relatively
large variance explains the fluctuations in performance
shown in Fig. 5. In Fig. 10 b), we plot the value of the
mean-square error and its variance at σ = 0.15l for dif-
ferent ∆. As ∆ decreases, so do the mean-square error
and its variance. The improvement in performance is ap-
proximately linear in ∆ independent of the number of
bits acquired. Due to the slow down of the stabilization
as ∆ increases, the slope is steeper when more bits are ac-
quired. Additionally, the ratio between the variance and
the mean-square error, decreases slowly as ∆ decreases,
going from 0.32 at ∆ = 0.4 to 0.31 at ∆ = 0.25. In the
estimation of the p quadrature displacement p0, similar
performances are achieved.

(a)

(b)

FIG. 10. Mean-square error and variance of the mean-square
error when estimating the displacement in the q quadrature
q0. a) As a function of the prior standard deviation, with fix
envelope width ∆ = 0.3. b) As a function of the envelope
width ∆, with a fix prior standard deviation of σ/l = 0.15.
Lighter to darker lines correspond to the number of acquired
bits per quadrature T ∈ [1, 2, 4, 8, 10]. Solid (dashed) black
line is the coherent (Gaussian) limit of displacement estima-
tion.

3. Backaction evading protocol.

We characterize the backaction evading perfor-
mance as follows. First, we determine the aver-
aged recovery fidelity as a function of the initial
displacement in the q quadrature, see Fig. 11.
The recovery fidelity is F [ρR(q0, b,M), ρ#∆ ] =

tr
[
(
√
ρR(q0, b,M)ρ#∆

√
ρR(q0, b,M)1/2

]
, where

ρR(q0, b,M) is the cavity state after the backac-
tion evading protocol, as described in the main
text. Then, the average is F̄ [ρR(q0, b,M), ρ#∆

] =∑
bq
p(bq|q0)F [ρR(q0, b,M), ρ#∆

].

In Fig. 11, we set the total bit budget to 12, the stan-
dard deviation of the Gaussian prior to be σ = 0.15l,
and change the number of bits used in the sBs metrol-
ogy protocol T (solid lines). We also plot the achieved
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FIG. 11. Averaged recovery fidelity as a function of the initial
displacement q0, with Bayesian estimation and Gaussian prior
with standard deviation σ = 0.15l, for different T , M values of
the backaction evading protocol. Solid (dashed) lines are the
achieved fidelity with (without) the recovery displacement.
We use an envelope with ∆ = 0.3. The dark (light) markers
in the inset show the weighted by the prior p(q0) = Gσ(q0)
averaged recovery fidelity with (without) the recovery dis-
placement. See text for a detailed explanation.

fidelity without the recovery displacement (dashed lines).
Only one dashed line is perceivable as for all other val-
ues of T , M nearly the same fidelity is achieved. For
larger initial displacements q0, the recovery displacement
improves the fidelity. This is due to the improvement
in the accuracy estimation. However, for small values of
q0 we see that as T increases the recovery fidelity near
q0 = 0 decreases. This is due to the unavoidable esti-
mation error, and the smaller values of M . To choose
T and M , we compute the weighted averaged recov-
ery fidelity

∫
dq0p(q0)F̄ [ρR(q0, b,M), ρ#∆ ] where p(q0) =

e−q20/2σ/
√
2πσ2 is the prior distribution. We find that for

T ∈ [2, 10], this weighted fidelity is maximized at T = 8,
see inset in Fig. 11. Additionally, in the inset we show
the weighted averaged recovery fidelity without the re-
covery displacement, nearly constant for all values of T
and M , and substantially smaller than the one achieved
with the recovery displacement.

Appendix E: Noise analysis details

In this appendix, we provide further results in the per-
formance of the sBs metrology protocol in presence of
noise. We provide the fidelity of the sBs steady state for
different noise strengths, as a function of the envelope
width ∼ 1/∆. We compare the performance in the es-
timation of both q and p quadrature displacements. We
also provide the scaling of the performance as a func-
tion of each type of noise, i.e. relaxation and dephasing

of the qubit and cavity, and identify which one is most
detrimental. Additionally, we show the backaction evad-
ing performance in the presence of noise. We stress that
throughout this appendix we focus on qualitative features
of the performance in the presence of noise. This allows
us to identify relevant parameter optimization directions.
However, we do not pursue these optimizations here. All
our codes are available at [90].

1. Effect of noise in state preparation and choice of
envelope width

The initial state we used to obtain the results shown
in Fig. 6, is the steady state of the sBs protocol in pres-
ence of noise ρ#∆,η, where η quantifies the strength of the
noise used, as explained in Sec. IIID of the main. To nu-
merically obtain this state, we start the cavity in the vac-
uum state and run 100 rounds of autonomous sBs stabi-
lization in the presence of noise. In Fig. 12 (top), we plot
the fidelity of the resulting state with the finite-energy
qunaught state for different envelopes and noise levels.
For an envelope with ∆ = 0.3, and η ∈ [0.25, 0.5, 1.0, 2.0],
the resulting fidelities are [0.79, 0.89, 0.94, 0.97]. The cor-
responding achieved sensitivities at q0 = p0, after acquir-
ing 8 bits per quadrature, for an envelope with ∆ = 0.3.
are the ones achieved with two-mode squeezed states with
squeezing degrees in dB of [8.3, 10.3, 11.6, 12.1], as shown
for η ∈ [0.5, 1.0, 2.0] in Fig. 6 of the main text.
Due to the preparation fidelity varying as a function

of the noise and envelope, for each pair {T, η}, there is
an optimal envelope width. In Fig. 12 (bottom), we plot
the achieved sensitivity in the q quadrature estimation
at q0 = p0 = 0, after acquiring 4 bits per quadrature,
for η ∈ {0.25, 0.5, 1.0, 2.0} and ∆ ∈ {0.25, 0.3, 0.35, 0.4}.
The strongest the noise, the smaller the envelope width ∼
1/∆ maximizing the fidelity. Hence, in practice, once the
noise is characterized, care should be taken in choosing
an optimal pair {∆, T}.

2. Effect of imperfect state preparation vs noise
during bit acquisition

Here, we separate the effects on the performance due
to imperfect state preparation, from the noise during the
metrology protocol itself. To do so, we compute the per-
formance starting from the sBs steady state in presence
of noise ρ#∆,η followed by noiseless sBs bit acquisition,
and compare that with the performance obtained from
starting the protocol in the finite-energy qunaught state
ρ#∆

followed by noisy sBs bit acquisition.
Doing so, in Fig. 13, we plot the sensitivity in the q

quadrature estimation at q0 = p0 = 0, after acquiring 4
bits per quadrature, as a function of the envelope width,
for noise levels set by η ∈ [0.25, 0.5]. Full lines (dashed
lines) are obtained by starting the sBs metrology pro-
tocol in the sBs noisy steady state ρ#∆,η (finite-energy
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(a)

(b)

FIG. 12. Fidelity of the sBs steady state with the finite-energy
qunaught state, and sensitivity achieved in the estimation of
the q quadrature at q0 = p0 = 0 in the presence of noise, after
acquiring 4 bits per quadrature, as a function of the envelope
width parameter ∆.

qunaught state ρ#∆
), followed by noiseless (noisy) ac-

quisition of 4 bits per quadrature. Dark solid line is
the noiseless performance. The effect of imperfect state
preparation dominates the loss of performance, while
the effect of noise during the acquisition of bits induces
only a small loss of performance. Hence, using other
state preparation methods different from sBs achieving
higher fidelity with the finite-energy qunaught state, is
the most straightforward pathway to improve the perfor-
mance shown in Fig. 6.

3. q vs p quadrature metrological performance

The performance achieved in the estimation of both
quadratures, as in the noiseless setting, remains practi-
cally identical between one another. This is due to the
small effect noise has during a single q (p) sBs round,
as shown by the marginal decrease in performance when
noise is only considered in the bit acquisition stage, see
Fig. 13 and discussion in Appendix E 2. In Fig. 14,
we plot the sensitivity and mean-square errors achieved
in the estimation of each one of the quadratures, for
T ∈ [1, 2, 4], noise strength set by η = 1.0, and envelope
with ∆ = 0.3. The performances achieved are practi-
cally identical. We find similar results when more bits
per quadrature are acquired, different envelope widths,
and noise strengths. Naturally, when the strength of the
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FIG. 13. Sensitivity achieved in the estimation of the q
quadrature at q0 = p0 = 0, starting from the noisy sBs steady
state followed by noiseless bit acquisition (full colored lines),
and starting from the finite-energy qunaught state followed
by noisy bit acquisition (dashed lines), after acquiring 4 bits
per quadrature, as a function of the envelope width. As com-
parison, we plot the noiseless sensitivity (dark full line).

.

noise increases, the difference slightly increases, but for
the largest noise strength we test set by η = 0.25 we find
it remains marginal.
To compute the sensitivities in the estimation of the q

(p) quadrature, we fix p0 = 0 (q0 = 0), and compute the
mean-square error for 60 values of q0 ∈ [−l/4, l/4] (p0 ∈
[−l/4, l/4]). This allows us to compute the derivative in
the q0 (p0) direction and obtain the sensitivities. To test
the accuracy of this approach we repeat the calculation
setting p0 ∈ [l/4, l/2] (q0 ∈ [l/4, l/2]) and we find nearly
identical results.

4. Effect of each noise

We isolate the effect of each noise, relaxation and de-
phasing of the cavity (qubit). Our goal is to deter-
mine which noise is most detrimental for the perfor-
mance of the protocol. First, we compute the fidelity
of the sBs steady state for each type of noise, setting
all other noises to 0, fixing an envelope with ∆ = 0.3.
As done in the main, we set proportionality factors of
η ∈ [0.25, 0.5, 1.0, 2.0]. In Fig. 15 a), we plot these fideli-
ties, and find that the most detrimental noise is cavity
dephasing. A notable feature is that qubit decay is not
as detrimental as one may expect. This is so because, in
the sBs stabilization of the qunaught state when a bit re-
laxation event occurs during the large displacement, the
resulting state has a large overlap with the one where
there was no error. We proceed to explain this last point
in details.

So far we modelled noise with the Lindblad master
equation. Here, to gain intuition, we model the bit re-
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(a)

(b)

FIG. 14. Comparison of metrological performance in the
estimation of the q and p quadrature displacements in the
presence of noise. a) Sensitivities achieved with maximum-
likelihood estimation assuming a flat-prior x0 ∈ [−l/4, l/4]
with x ∈ {q, p}. b) Mean-square error achieved with
Bayesian estimation assuming a Gaussian prior p(q0, p0) =
Gσ(q0)Gσ(p0). Lighter to darker lines represent the perfor-
mance obtained after acquiring 1, 2, and 4 bits per quadra-
ture. The noise strength is set by η = 1.0. The envelope
width is set with ∆ = 0.3.

laxation during the large control displacement by the fol-
lowing,

C (̂− ilc∆) → C (̂− iζlc∆)P̂gC (̂− i(1− ζ)lc∆), (E1)

where ζ ∈ [0, 1] sets the moment where the qubit re-
laxes to the ground state. We model this relaxation
event by applying the projector onto the ground state
P̂g = |g⟩⟨g| + |g⟩⟨e|. We substitute this relaxation in-
cluded controlled displacement in the definition of the
sBs unitaries Eq. (C3), with corresponding Kraus oper-

ator K̂g,ζ . Then, the state after a relaxation event of
the qubit in the large displacement of the q quadrature

stabilization of g is ρ̂ζ = K̂g,ζ ρ̂#∆K̂
†
g,ζ/tr(K̂g,ζ ρ̂#∆K̂

†
g,ζ).

In Fig. 16 we plot the fidelity of this state with the error-

free one ρ̂ = K̂g/e,xρ̂#∆K̂
†
g/e,x/tr(K̂g/e,xρ̂#∆K̂

†
g/e,x), as

a function of ζ. We find that for both g/e the fidelity
is the same. For ζ = 0 the relaxation occurs right at
the end of the control displacement, and will affect the
measurement statistics but only very mildly the state sta-
bilization. For ζ = 1 the relaxation occurs at the start
of the controlled displacement, and the resulting effect is
that instead of creating a superposition, the cavity is dis-
placed by D̂(−ilc∆/

√
2). Thus, a qubit relaxation effect

(a)

(b)

FIG. 15. Effect on the performance for each type of noise. Red
(blue) lines and dots are cavity (qubit) noise. Solid (dashed)
lines are relaxation (dephasing). a) Fidelity with the finite-
energy qunaught state of the sBs steady state, as a function
of the noise strength set by η. b) Sensitivity after 4 rounds
of the sBs metrology protocol starting from the finite-energy
qunaught state. We set an envelope with ∆ = 0.3.
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FIG. 16. Fidelity between the error-free state after a q quadra-
ture round of sBs, with the resulting state after a qubit re-
laxation event occurs. The dashed line is the average over ζ
fidelity, approximately equal to 0.82. See text for details.

has a strong backaction effect on the cavity state. How-
ever, due to the high fidelity even if a relaxation event
occurs, this error is not as detrimental as in the stabiliza-
tion of single mode GKP qubits, where relaxation errors
can induce logical errors [70].

Additionally, we explore the effect of each type of noise
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FIG. 17. Averaged recovery fidelities as a function of the ini-
tial displacement q0 in the presence of noise, with Bayesian
estimation and Gaussian prior with standard deviation σ =
0.15l for different T , M values of the backaction evading pro-
tocol with T +M = 12. Solid (dashed) lines are the achieved
fidelity with (without) the recovery displacement. We use an
envelope with ∆ = 0.3. The dark (light) markers in the inset
show the weighted by the prior p(q0) = Gσ(q0) averaged re-
covery fidelity with (without) the recovery displacement.

during the sBs bit acquisition stage. To do so, we com-
pute the sensitivities achieved starting from the finite-
energy qunaught state after gathering 4 bits per quadra-
ture, for each type of noise. We plot these sensitivities
in Fig. 15 b), setting an envelope with ∆ = 0.3. The
resulting sensitivities are close to the one achieved in the
absence of noise. This is due to state preparation being
the main source of performance loss, see Appendix E 2.
As with the fidelities, we find cavity decoherence is the
most detrimental. However, we note that the gap in the
performance between qubit relaxation and dephasing de-
creases in comparison to the state preparation fidelity.
This is due to the fact that both relaxation and dephasing
introduced entropy in the qubit measurement statistics,
although in different forms. Relaxation introduces a bias
toward the ground state, whereas dephasing randomizes
the probabilities making them closer to 1/2. Moreover,
due to the backaction qubit relaxation events have on
the cavity, this errors can propagate and make subse-
quent bits partially loss the information they had on the
original displacement.

5. Backaction evading protocol

To test the backaction evading protocol in presence of
noise, we first compute the average recovery fidelities, as
done in Appendix D3, but now starting from the steady
state of the sBs protocol in presence of noise ρ#∆,η. We
plot these fidelities (solid lines) for different values of T in
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FIG. 18. Backaction evading performance in the presence
of noise. The noise strength is set by η = 1.0. Blue lines
are the mean-squared error obtained running the backaction
evading protocol with T = M = 6, N = 10, repeated 4000
times. Red solid line is the mean-square error obtained when
6 bits per quadrature are acquired, and the finite-energy sBs
steady state in the presence of noise ρ#∆,η is used as sensor
state. Dashed black line is the Gaussian limit of displacement
estimation. Dotted-dashed lines, added as guide to the eyes,
correspond to the average of the mean-square errors from the
second run forward. The envelope is set with ∆ = 0.3.

Fig. 17, with noise strength set by η = 1.0, total bit bud-
get of T +M = 12, and standard deviation of the Gaus-
sian prior σ = 0.15l. We also plot the achieved fidelities
without the recovery displacement (dashed lines). Con-
trary to the noiseless case, the fidelities without recovery
no longer are the same, compare with Fig. 11. This shows
that measuring, instead of resetting the qubit, makes the
propagation of qubit errors onto the cavity more pro-
nounced. In the inset we plot the weighted over the prior
averaged recovery fidelity. For increasing T , these fideli-
ties decrease, both with and without recovery. Hence, to
improve the performance the optimization of the recov-
ery function is crucial. Notably, for T ∈ [2, 6] we find
that the weighted over the prior averaged fidelities are
larger than those obtained in the noiseless setting, both
with and without recovery.

We repeat the backaction evading protocol done in
the main text, but now in the presence of noise setting
η = 1.0. In Fig. 18 we plot the mean-square error in
the estimation of the q and p quadrature displacements
with N = 10, T = M = 6, averaged over 4000 samples
of the whole sequence. Here, we choose T = 6 instead of
T = 8 due to the sharp decrease in the weighted over the
prior averaged fidelity. Also, smaller values of T do not
allow to consistently beat the Gaussian limit of sensing,
making T = 6 the ideal choice here. As benchmarks, we
also plotted the mean-square error obtained in the esti-
mation of the q quadrature when 6 bits per quadrature
are gathered, and the steady state of the sBs protocol
ρ#∆,η is used as sensor state. The backaction evading
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performance approaches this one, showing that the sBs
metrology protocol can function as a backaction evading
sensor in the presence of noise. Finally, we note that the

fluctuations in performance are due to the variance of the
mean-square error, as discussed in Appendix D2.

[1] V. Giovannetti, S. Lloyd, and L. Maccone, Advances in
quantum metrology, Nature photonics 5, 222 (2011).

[2] J. Ye and P. Zoller, Essay: Quantum sensing with atomic,
molecular, and optical platforms for fundamental physics,
Physical Review Letters 132, 190001 (2024).

[3] N. Aslam, H. Zhou, E. K. Urbach, M. J. Turner, R. L.
Walsworth, M. D. Lukin, and H. Park, Quantum sensors
for biomedical applications, Nature Reviews Physics 5,
157 (2023).

[4] C. L. Degen, F. Reinhard, and P. Cappellaro, Quantum
sensing, Reviews of modern physics 89, 035002 (2017).

[5] K. A. Gilmore, M. Affolter, R. J. Lewis-Swan, D. Barber-
ena, E. Jordan, A. M. Rey, and J. J. Bollinger, Quantum-
enhanced sensing of displacements and electric fields with
two-dimensional trapped-ion crystals, Science 373, 673
(2021).

[6] V. Gebhart, R. Santagati, A. A. Gentile, E. M. Gauger,
D. Craig, N. Ares, L. Banchi, F. Marquardt, L. Pezze,
and C. Bonato, Learning quantum systems, Nature Re-
views Physics 5, 141 (2023).

[7] S. F. Huelga, C. Macchiavello, T. Pellizzari, A. K. Ekert,
M. B. Plenio, and J. I. Cirac, Improvement of frequency
standards with quantum entanglement, Physical Review
Letters 79, 3865 (1997).

[8] C. M. Caves, K. S. Thorne, R. W. Drever, V. D. Sand-
berg, and M. Zimmermann, On the measurement of a
weak classical force coupled to a quantum-mechanical os-
cillator. i. issues of principle, Reviews of Modern Physics
52, 341 (1980).

[9] S. L. Braunstein and C. M. Caves, Statistical distance
and the geometry of quantum states, Physical Review
Letters 72, 3439 (1994).

[10] R. S. Bondurant and J. H. Shapiro, Squeezed states
in phase-sensing interferometers, Physical Review D 30,
2548 (1984).

[11] B. Yurke, S. L. McCall, and J. R. Klauder, Su (2) and
su (1, 1) interferometers, Physical Review A 33, 4033
(1986).

[12] J. J. Bollinger, W. M. Itano, D. J. Wineland, and D. J.
Heinzen, Optimal frequency measurements with maxi-
mally correlated states, Physical Review A 54, R4649
(1996).

[13] H. Lee, P. Kok, and J. P. Dowling, A quantum rosetta
stone for interferometry, Journal of Modern Optics 49,
2325 (2002).

[14] K. Matsumoto, A new approach to thecramér-rao-type
bound of the pure-state model, Journal of Physics A:
Mathematical and General 35, 3111 (2002).

[15] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum-
enhanced measurements: beating the standard quantum
limit, Science 306, 1330 (2004).

[16] A. Carollo, B. Spagnolo, A. A. Dubkov, and D. Valenti,
On quantumness in multi-parameter quantum estima-
tion, Journal of Statistical Mechanics: Theory and Ex-
periment 2019, 094010 (2019).
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