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Abstract
Superconducting circuits rank among some of themost interesting architectures for the implementa-
tion of quantum information processing devices. The recently proposed 0-π qubit (Brooks et al 2013
Phys. Rev.A 87 52306) promises increased protection from spontaneous relaxation and dephasing. In
this paperwe present a detailed theoretical study of the coherence properties of the 0-π device,
investigate relevant decoherence channels, and show estimates for achievable coherence times in
multiple parameter regimes. In our analysis, we include disorder in circuit parameters, which results
in the coupling of the qubit to a low-energy, spurious harmonicmode.We analyze the effects of such
coupling on decoherence, in particular dephasing due to photon shot noise, and outline how such a
noise channel can bemitigated by appropriate parameter choices. In the endwefind that the 0-π qubit
performswell andmay become an attractive candidate for the implementation of the next-generation
superconducting devices for uses in quantum computing and information.

1. Introduction

Research towards realizing a quantum computer poses a formidable challenge due to the need for a subtle
compromise between two conflicting requirements:maximizing coherence by isolating qubits from
environmental noise on one hand, and coupling qubits strongly for fast qubit control and readout, on the other
hand.Over the last two decades substantial progress has beenmade in the field of superconducting circuits,
where coherence times have increased by nearly 6 orders ofmagnitude tomilliseconds [1], while gate times
stayed in the range of tens of nanoseconds. This impressive improvement is largely due tomore advanced qubit
designs whichminimize the qubitʼs coupling to unwanted environmental noise sources, such as flux noise [2] or
charge noise [3], all while keeping the qubit susceptible to control pulses essential for performing gate operations
aswell as readout.

Recently, there have been several proposals for a new generation of protected qubits [4–7], projected to be
especially well isolated from relevant sources of noise responsible for decoherence. This protection is typically a
result of an exponential suppression in the unwanted interactions between the qubit and its environment. The
expected long coherence times often result from a combination of factors: near-degeneracy of the qubitʼs
ground andfirst excited states, a large energy gap between the two lowest energy levels and the higher energy
landscape, andfinally, strongly localized noise effects, which can onlyweakly affect the qubitʼs eigenstates. In the
field of superconducting circuits, existing proposals for implementations typically involve arrays of Josephson
junctions arranged in specific geometries to achieve some, or all of the characteristics outlined above. For a
detailed review of the possible realizations that have been studied, a summary of recent progress, as well as a
discussion of the connection between the protected qubits and topological error correcting codes [8–11], we
point the reader to [12] and the references therein.

In this work, we concentrate on a particular, recently proposed superconducting circuit referred to as the 0-π
qubit. It was first discussed by Brooks, Kitaev and Preskill (BKP) in [13], and is based onwork in [5].
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Conceptually, the 0-π circuit exhibits a rudimentary formof topological protection that combines exponential
suppression of noise-induced transitions (dissipation)with exponential suppression of dephasing, seefigure 1.
The former is achieved by engineering qubit states with disjoint support, the latter by rendering qubit states
(nearly) degenerate and exponentially suppressing the sensitivity of the corresponding energies to low-
frequency environmental noise.

The circuit underlying the 0-π qubit consists of four nodes connected by a pair of linear inductors, a pair of
capacitors, and a pair of Josephson junctions as shown infigure 2. Two issues pose challenges to the
implementation of the 0-π design: first, to achieve the desired regime it is necessary to simultaneously realize
large superinductances, large shunting capacitors, and high junction charging energies (very low stray
capacitances); second, circuit elements should ideally be pairwise identical (no disorder in circuit element
parameters) in order to prevent coupling of the qubit to a spurious circuitmode [14], whichwewill refer to as the
ζ-mode6.

While notable increases in accessible inductance values bymeans of junction-array based superinductances
may partially address the first issue [15–19], some amount of circuit parameter disorder and hence residual
coupling to the ζ-mode is unavoidable. In the present work, we theoretically assess the coherence properties of
0-π devices, ones that are possible to realize with todayʼs state-of-the art fabrication techniques, as well as those
thatwill require technological advances. Specifically, we present calculations of relevant decoherence rates
resulting from the qubitʼs coupling to knownnoise sources, including both intrinsic sources, such as flux, charge
and critical current noise, which couple directly to the qubitʼs degree of freedom, as well as noisemediated by the
coupling to the spurious ζ-mode.We concentrate our study on three representative parameter sets, which
primarily differ in themagnitude of the inductance and aremotivated by both current, as well as future
experimental capabilities.

Figure 1.Protection offered by the 0-π qubit.T1 processes are exponentially suppressed due to nearly disjoint support of the qubit
wave functions, i.e., wave functions ‘live’ in nearly separate regions of the generalized-variable space; pure-dephasing rates,
proportional to the qubit-energy susceptibility l¶ ¶E10 with respect to the noise variableλ, are exponentially suppressedwhen
nearly degenerate eigenstates of the 0-π device are used as qubit states.

Figure 2. (a) 0-π circuit diagram, consisting of two Josephson junctions, two large inductors and two large capacitors. (b) Schematic
representation of the normalmodes of the linearized circuit (no parameter disorder), which define the new circuit variablesf, θ, ζ and
Σ. (c)Potential energy of the disorderless 0-π qubit.

6
This low-energymodewas originally calledχ-mode [14], but is here renamed to avoid confusionwith dispersive shifts commonly denoted

by ‘χ’.
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This paper is organized as follows. In the subsequent section, we briefly review the quantization of the 0-π
circuit, properly accounting for parameter disorder, and the coupling of the qubit degree of freedom to the
ζ-mode [14]. In section 3we then present 0-π eigenspectra for the parameter sets considered, and discuss the
dependence of spectral properties on the different energy scales. In section 4we describe relevant noise processes
affecting the 0-π qubit, and discuss the calculation of decoherence rates. In section 5, we present the resulting
decoherence rates and identify the processes likely to limit coherence. Finally, we summarize and conclude in
section 6.

2.Hamiltonian of the 0-πqubit

Webegin by briefly reviewing the circuit of the 0-π qubit as well as the correspondingHamiltonian. As shown in
figure 2(a), the 0-π circuit consists of two Josephson junctions (Josephson energies EJ1,2, junction capacitances
CJ1,2) and two large (super-)inductors (inductances L1,2), linked to form a loop. The opposing nodes =j 1, 3
and =j 2, 4 are connected by two large capacitors C1,2. As usual [20, 21], we initially employ generalized flux
variablesjj for each circuit node = ¼j 1, , 4.We then switch to physicallymoremeaningful variablesf, θ, ζ,
andΣ [14] associatedwith the normalmodes of the linearized, non-disordered circuit (see figure 2(b)):

å
f j j j j z j j j j
q j j j j j
= - + - = - - -

= - - - S =

( ) ( ) ( ) ( )
( ) ( ) ( )

2 , 2 ,

2 , 2 . 1
j

j

2 3 4 1 2 3 4 1

2 1 4 3

Both thef-mode and θ-mode involve phase differences across the Josephson junctions and are coupled by the
junction nonlinearity, as wewill seemomentarily. The ζ-mode does not bias the junctions and is therefore, a
fully harmonicmode. Finally, the variableΣ is cyclic, remains decoupled from the other variables, and can thus
be omitted. (Alternatively, one can reach this conclusion by invoking gauge freedomand setting one of the nodes
to ground.)

In the absence of disorder among circuit elements, we have = ºE E EJ1 J2 J etc, andwe canwrite the
symmetric 0-πHamiltonian as

q f
j

f= - ¶ - ¶ - - + +f q z⎜ ⎟⎛
⎝

⎞
⎠ ( )H E E E E H2 2 2 cos cos
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, 2sym CJ
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is theHamiltonian for theharmonic ζ-mode.Thevarious parameters are defined as follows: p= F( )/ /E 2 2LL 0
2 is

the inductive energy scale, and =E e C2C
2 , =E e C2CJ

2
J, = + =-( )E E E e C1 1 2Cs C CJ

1 2
s, are the relevant

charging energies,where in the last expressionwehave taken7 = +C C Cs J. Finally,j p= F F2ext ext 0 is the external
magneticflux through the loopwritten in termsof themagneticfluxquantumF = h e20 . Evidently, themode
decouples in thedisorderless case, leaving only thef andθdegrees of freedomto form the effective qubitHilbert
space. (For adetaileddiscussionof the resultingqubitwave functions and theorigin of protection fromnoise,we refer
the reader to [14].)figure 2(c) shows thepotential energy of theHamiltonian fromequation (2).

Once imperfections in fabrication are taken into account, nominally identical circuit elements will acquire
slight parameter deviations. It is therefore convenient to introduce the parameter averages = +( )X X X1

2 1 2 and
relative deviations = -( )X X X Xd 1 2 , where Î { }X E E C C, , ,L J J . Using this notation and employing a
leading-order expansion in the capacitive disorder, one can cast theHamiltonian into the form

= + +p z-H H H H0 int, where

'q f
j

= + ¶ ¶ + - +p f q- ⎜ ⎟⎛
⎝
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2
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ext 2
J
2

captures the primary 0-π qubit degrees of freedom, including effects of disorder in junction parameters, and

'f z= ¶ ¶ + +q z ( ) ( )H E C E E C C2 d d d , d , 5int Cs L L
2

J
2

describes the coupling between 0-π and the ζ-mode. As discussed in detail in [14], disorder in junction
parameters gives rise tominor corrections to the 0-π qubit spectrum, but leave the ζ-mode decoupled. Such
coupling does arise fromdisorder inC and EL, and can have important consequences on the coherence of the 0-π
qubit, as wewill see in the following sections. For this analysis, it will be helpful towrite theHamiltonian in the
product basis comprised of the eigenstates of p-H0 and the ζ-mode:

7
Wehave changed the subscript label in the definition of Cs from the one used in [14].
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where †a (a) are the creation (annihilation) operators for the ζ-mode, �W =z E E8 L C is its angular frequency,
El

q the energy of the lth primary 0-π eigenstate, and
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the strength of the coupling thatmediates transitions among p-H0 eigenstates ñ∣l , ¢ñ∣l via emission/absorption
of ζ-mode excitations.

In the dispersive limit, where the detunings �D = - - Wz¢ ¢E Ell l
q

l
q are large compared to the coupling,

D¢ ¢ �∣ ∣g 1ll ll , a Schrieffer–Wolff transformation yields the effectiveHamiltonian [14, 22]
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where the ac Stark shifts and Lamb shifts are given by
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respectively.
So far, we have neglected capacitances between each node and ground. The effect of such ground

capacitances depends on their uniformity. If all ground capacitances are identical and the circuit is symmetric,
then the effect isminimal:Σ remains decoupled and the charging energies EC, ECs and ECJ aremerely
renormalized. Node-to-node variations in ground capacitances complicate the situation slightly by inducing
coupling between the primary degrees of freedom to the charge operator ofΣ. In the present work, wewill focus
on the case of small ground capacitances where corrections of this type are negligible.

3. Eigenspectrumof the 0-πqubit

Our goal is to understand the key coherence properties of the 0-π qubit. Since these properties have significant
dependence on various circuit parameters, we choose three specific parameter sets that explore the balance
between coherence times and current fabrication capabilities. Table 1 details our choices for inductive,
Josephson, and charging energies for parameter sets 1, 2 and 3 (PS1, PS2, PS3). In all cases, we take the relative
parameter deviations of nominally identical circuit elements to be at the 5% level (which can be considered
pessimistic).While we introduce some variations in all energies, the central scheme behind the parameter
choices, is the increasing size of the inductive energy EL as we go fromPS1, through PS2, to PS3.

Figure 3 shows the PS1 energy spectra plotted as a function offlux, as well as a few selectedwave functions.
Since in this parameter set both EL, and EC are smallest of all we consider, the spectrum is densely populated
with levels thatmainly correspond to ζ-mode excitations, and hence, only a few of those are explicitly drawn.
The plots of wave functions assume a special case where only nonzero disorder in EJ and CJ is included, (with
ζ-mode decoupled), and hence their dependence only in terms of θ andf is presented. Similarity,figure 4 shows
the energy spectra and eigenfunctions for both PS2 and PS3, againwith a subset of eigenfunctions. The panels (a)
and (c) infigure 4 present the pure 0-π spectra obtainedwhen the ζ-mode remains decoupled from the θ andf
degrees of freedom, as realizedwhen setting = =E Cd d 0L , such that ¢gll in equation (6) vanishes. In the (b) and
(d) panels, disorder in EL andC is taken into account, and the spectra showdressed-state excitations of both the
0-π and the ζ-mode.

Table 1.Table of circuit parameters for parameter sets 1, 2 and3 (PS1, PS2, PS3).
Josephson, inductive and capacitive energies are given inunits ofh×GHzaswell as in
units of theplasma energyof the Josephson junctions, �w = E E8p CJ J , with w p =2p

40 GHz forPS1 andPS2, and w p =2 20p GHz forPS3.Disorder in energies and
capacitances is assumed tobe at the 5% level, i.e., = - + =( ) ( )X X X X Xd 2 5%1 2 1 2
for Î { }X E E C C, , ,L J J .

Parameter set 1 Parameter set 2 Parameter set 3

[h·GHz] [�wp] [h·GHz] �w[ ]p [h·GHz] �w[ ]p

EC 0.02 0.0005 0.04 0.001 0.15 0.008
ECJ 20.0 0.5 20.0 0.5 10.0 0.5

EJ 10.0 0.25 10.0 0.25 5.0 0.25

EL 0.008 0.0002 0.04 0.001 0.13 0.007
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Todiscuss the generic aspects of parameter choices and 0-π qubit spectra, we first consider the specific case
of PS2 (figures 4(a) and (b)), and comment on the impact of parameter changes leading to PS1 and PS3
subsequently. Figure 4(a) shows that the low-lying eigenstates of p-H0 are localized close to q = 0 or q p=
(hence the name ‘0-π qubit’), while spreading overmultiple wells inf direction. As intended, qubit ground and
first excited states are close to being degenerate and arewell-separated fromhigher excitation levels over the
entireflux range.We note that the distinct insensitivity of the qubit energy with respect toflux is a crucial feature
that distinguishes the 0-π-qubit physics from that of the effectively 1Ddouble-well physics prevalent forflux
qubits [23].

Choosing favorable parameters for 0-π devices is, in part, driven by three central criteria. First, wewish to
maximize the state-localization on the θ axis to realize disjoint-support wave functions, in order to exponentially
suppresses all transitionmatrix elements that enter qubit relaxation/depolarization rates. Such localization can
be achieved by rendering the effectivemass in θ direction heavy, �C CJ , andmaking the local potential wells
deep enough to hold localized states, �E EJ L and �E ECs J. Second, we aim formaximal delocalization along
thef axis, which suppresses susceptibility toflux variations by the samemechanism responsible forflux
insensitivity ofmetaplasmon energies influxonium [24]. As a result, ground and excited states become near-
degenerate, and sensitivity to f1 flux noise is suppressed. This regime requires parameters to obey
� �E E EL CJ J. Third, charge-noise sensitivity of the device isminimized by ensuring �E ECs J, in analogy to

themechanismharnessed for the transmon qubit [3]. Decreasing EL even further, as done in PS1, pushes the
system closer towards ground-state degeneracy [13, 14]. However, unless EL decreases past a certain threshold,
one can run into a coherence bottleneck arising from coupling to the ζ-mode (see sections 4 and 5).

Still concentrating our discussion on PS2, we note that once parameter deviations inC and EL are taken into
account, the ζ-modeweakly couples to the primary qubit degrees of freedom. The resulting energy spectrum
shown infigure 4(b), then includes levels that reflect excitations of the ζ degree of freedom.However, since this

Figure 3.Energy spectrumof parameter set 1 (see table 1), plotted as a function offlux, alongwith a few selected 0-πwave functions
calculated at F = F0.8ext 0. (Only a limited number of ζ-mode excitations is shown.)

5
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coupling is weak, and 0-π and ζ-mode excitations are generally off resonance, eigenstates are only weakly
dressed and can usually safely be labeled by ñ∣l n, with l n, denoting the excitation numbers of the 0-π and the
ζ-mode, respectively. One consequence easily spotted in the spectrum—especially for frequencies below
~1.1 GHz in parameter set 2—is that each 0-π energy level =El n, 0 appears ‘copied’ at regular intervals set by
the ζ-mode frequency, �» + WzE E nl n l, ,0 . This physics is also evident in the shapes of the correspondingwave
function orbitals presented infigure 4(b), which clearly shows the proliferation of nodes along the ζ axis as the
excitation number of the ζ-mode is increased one by one.

Relative to parameter set 2, parameter set 1 contains a lower inductive and charging energies EL and EC. This
leads to almostflat spectrum as a function offlux, and hence, this choice of energies represents a ‘deep’ 0-π

Figure 4.Energy spectrum calculated for parameter sets 2 and 3 (see table 1), and selectedwave functions calculated at F = F0.8ext 0
(PS2) and F0.9 0 (PS3). (a)PS2 spectrumof p-H0 for vanishing coupling to the ζ-mode, calculated by setting = =E Cd d 0L and
retaining θ andf degrees of freedomonly. (b) Spectrum for PS2 in the presence of disorder in the parameters E C,L where thef, θ and
ζ-mode couple. On the far right: select wave function orbitals, obtained as contour surfaces obeying q f zY = o( ), , const with
orange/blue color indicating positive/negative wave function amplitude. (c) and (d) show the analogous results for parameter set 3.

6
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regime, envisioned in [13].When = =E Cd d 0L , at F = 0ext , the energy splitting is - »( )E E h 24q q
1 0 kHz,

while - »( )E E h 792q q
2 0 MHz.Using such parameters helps in limiting both dephasing due to 1/fnoise, but

also various relaxationmechanisms. Another feature of this low-EL regime is that the dispersive coupling to the
stray ζ-mode is highly suppressed. Aswe discuss in section 5, this limits the dephasing due to thermal shot noise
which is relevant, or even dominant, in the other parameter sets we study. The central difficulty of
experimentally realizing a circuit using PS1, however, is the ability to build large enough linear superinductance,
hence, its near-future prospectsmay be limited.

Finally, the parameter choices in PS3 closelymatch current fabrication capabilities. In particular, the
inductive energy scale is increased fromPS2 by a factor ofmore than 3,mitigating the challenge of superinductor
fabrication. At the same time, EC is increased relative to PS2, thus giving rise to an overall upwards shift of the
ζ-mode frequency to pW = »z E E h2 8 395C L MHz. The resulting decrease in thermal ζ-mode excitations
will play role in our discussion of coherence properties below. As seen infigures 4(c) and (d), the change in
parameters comes at the cost of increasedflux susceptibility and loss of near-degeneracy.Moreover, eigenstates
beyond the lowest four are seen to break localization at q = 0 and q p= . Infigure 4(d), where coupling to the
ζ-mode is included, the spectrum again shows ‘copies’ of energy levels which arise from the addition of ζ-mode
excitations.

4.Noise channels affecting the 0-πqubit

To characterize the coherence properties of the 0-π qubit, we need to identify itsmost damaging noise channels.
We thus calculate and compare various depolarization and dephasing rates that originate from coupling to
different known noise sources. In our analysis wemake the common assumption [2, 3, 25–29] that noise in
different channels is uncorrelated and individual rates can, hence, be calculated separately and then added up to
give cumulative rates for depolarization and pure dephasing, similar to the treatment in [25, 30].We further
assume that the interactionwith the environment to be sufficiently weak, so that the corresponding couplingVλ

to the full 0-π circuit Hamiltonian can be treated perturbatively. In that case, decoherence rates can be calculated
either using Fermiʼs Golden Rule (for relaxation/depolarization), or by studying the effects ofVλ on
eigenenergies and, in turn, on the time evolution of the off-diagonal elements of the densitymatrix (for pure
dephasing).

As schematically illustrated infigure 5, we distinguish between two different pathways for decoherence of the
0-π qubit. First, the primary 0-π qubit degrees of freedom, θ andf, can directly interact with a noisy
environment. In this case, we generally find that disorder-induced coupling to the ζ-mode only leads to
subdominant corrections to decoherence rates. Second, baths coupled to the ζ-mode can also influence the
primary 0-π qubit degrees of freedom and lead to indirect decoherence processes. Despite the fact that the
interaction Hint (equation (5)) is expected to beweak, wewill discover that such indirect decoherence processes
can play a crucial role in the performance of the 0-π qubit in some parameter regimes.

4.1. Pure dephasing ( jT )
Wefirst consider pure dephasing, the dissipationless loss of phase information. Pure dephasing is quantified by
the time scaleTj needed for a quantum superposition to turn into a classicallymixed state, observed as the decay
time for off-diagonal elements of the qubitʼs densitymatrix, when expressed in the eigenenergy basis.Within
Bloch–Redfield theory, the total dephasing rate due to a noise channel l, is given by G = G + Gl l

j
l

2
1

2 1 [31, 32],

where Gl
1 is the depolarization rate (combining relaxation and thermal excitation of the qubit, see section 4.2)

and Gj
l the pure dephasing rate. As usual, we define corresponding decoherence time scales via = Gl lT 12 2 ,

= Gl lT 11 1 and = Gj
l

j
lT 1 respectively.

Figure 5.Twonoisemechanisms contributing to decoherence of the 0-π qubit. (a)The primary 0-π qubit degrees of freedom, θ andf,
can couple directly to a noisy environment. (b)The 0-π qubitmay couple to environmental noise indirectly via the ζ-modewhich has
an intrinsic lifetimeκζ.
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Following [3, 25, 29], wemay consider dephasing due to classical noise entering the circuit Hamiltonian in
the formof an external parameter l l dl= +( ) ( )t t0 . Here, dl ( )t is a noise signal assumed to arise from a
stationary, Gaussian process with zeromean, dlá ñ =( )t 0, and spectral density

òw dl dl= á ñl
w

-¥

¥
-( ) ( ) ( ) ( )S t td e 0 . 10ti

The effects of weak noise, can be captured through an operatorVλ obtained by Taylor-expanding the
Hamiltonian,

l
dl

l
dl» +

¶
¶

+
¶
¶

= + l( ) ( ) ( )H H
H

t
H

t H V
1

2
, 110

2

2
2

0

where l= ( )H H0 0 , and all derivatives are evaluated at l l= 0. Empirical evidence shows that superconducting
qubits are typically exposed tomultiple noise channels with approximate f1 spectrum

w
p
w

g= »l
l
g

( )
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( ) ( )S
A2

1 , 12f1
2

where lA is the noise amplitude for channelλ (flux, charge, or critical current) [33–39]. Such noise ismost
detrimental at low frequencies and thus important for qubit dephasing. The calculation of the corresponding
pure-dephasing rates Gj

l has been developed in [25, 26, 40], and a brief outline is also presented in appendix A.
The resulting pure-dephasing time, asmeasured in a Ramsey experiment, is given by

w w w w w w= ¶ + ¶ +j
l

l l l l
-{ ( ) ∣ ∣ ( ) [ ( ) ( )]} ( )T A t A t2 ln 2 ln 2 ln , 132

ge
2

ir
4 2

ge
2 2

uv ir
2

ir
1 2

where wge is the angular frequency difference between the excited and ground states of the qubit, wir and wuv
correspond to the low and high-frequency cutoffs of the noise, and t defines themeasurement time scale under
consideration. The above expression is valid in the generic case where noise affects the qubit energy to linear
order, as well as in the vicinity of ‘sweet spots’ [41]where the linear noise susceptibility vanishes, w¶ =l 0ge . In
linewith [27, 39, 42], we assume that w p =2 1ir Hz, w p =2 3.0uv GHz, and use a conservative value of

m=t 10 s in our calculations. Next, we consider specific f1 noise channels known to be important, namely f1
charge [34, 37],flux [33, 36, 38], and critical-current noise [35].

Charge noise—Charge noise can bemodeled as a set of noisy voltage sources capacitively coupled to the
nodes of the circuit, see figure 6.We assume that the noise signalsVj on different circuit nodes are independent.
Repeating the steps of circuit quantization in the presence of these additional capacitive couplings yields a
Hamiltonian ¢ = +H T U with the same potential energy as previously inH,

q f
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Here, primes denote small corrections to charging energies due to the presence of the coupling capacitancesCg.
The effective offset charges fng ,

qng , and
zng are f1 noise signals, obtained from linear superpositions of the

fluctuating voltage signals ( )V tj (for details, see appendix B). Thefirst group of terms inT comprises of the

Figure 6. 0-π circuit coupled capacitively to voltage sources ( )V tj , as used in themodeling of charge noise.
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kinetic energies of the symmetric 0-π qubit and of the ζ-mode, the second group collects coupling terms
originating from capacitive disorder, and the third group shows new terms describing the coupling to charge
noise. Each offset chargemay, in principle, consist of an intentional dc bias and f1 fluctuations from the
environment: d= +( ) ( )n t n n tg

x x
g
x

0 . Employing theHamiltonian ¢H , the dephasing due to qng charge noise can

nowbe calculated directly by extracting the qng dependence of wge, and employing equation (13).We assume a
charge-noise amplitude of = -qA e10n

4
g

[34]. Furthermore, we absorb any renormalization of charging energies
due to gate capacitance into a redefinition of the parameter values given in table 1.

While wave functions of the 0-π qubit are 2π-periodic in θ, they are extended along thef and ζ axis. As a
consequence, low-frequency charge fluctuations inf and ζ are not expected to give rise to significant dephasing
[24, 43]. To see this explicitly, wewrite the kinetic energy in the form E DF F= +ˆ ˆ ˆT n n n ng , where
F = - ¶ ¶ ¶f q zˆ ( )n i , , , F = f q z( )n n nn , ,g g g g , andE (D) is a symmetric (diagonal) 3×3matrix of energy

coefficients to be read off of equation (15).Wemay complete the square,

E D E E D
F �= + + -- -( )ˆ ( ˆ ) ( )T cn n n n 16g g

1

2
1 1

2
1

and drop the irrelevant c-number term, and finally perform a unitary transformation using =R exp

E Df q z- -⎡⎣ ⎤⎦( ) ni , , g
1

2
1 , which produces amomentum shift E Dl - -ˆ ˆn n ng

1

2
1 .We find the resulting

Hamiltonian

E E DF f q z´ = ¢ + = - +-˙ ˆ ˆ ( ) ˙ ( )† †H R H R R R Un n ni , , 17g
1

2
1

and note that the transformation does not affect the boundary conditions for the extended variablesf and ζ
(L2-integrability). Hence, the transformation reveals thatfluctuations in fng and zng only enter in terms of the
time derivative of the noise. As discussed previously in [24], the f1 charge-noise spectrum thereby transforms
into anOhmic spectral density, w w w w= ~( ) ( )˙S Sn n

f2 1
g g

. The effect of suchfluctuations is insignificant for
dephasing, since ~j ( )T S 0 for non-singular noise spectral densities.

Critical-current noise—Next, we consider f1 noise in the critical current p= FI E2c J 0 characterizing the
two Josephson junctions in the 0-π circuit.Microscopically, fluctuations in the critical current are suspected to
be due to trapping/de-trapping of charges at defect sites in the tunneling barrier of junctions [29, 35, 44]. The
trapped, charges block tunneling through a given region of the junction, thus reducing the effective junction
area. Under suitable conditions, the ensemble dynamics ofmany trapping centers can give rise to f1 noise
[45, 46]. In this case, the Josephson energy is theHamiltonian parameter that acquires a fluctuating component,

d= + ( )E E E tJ,tot J J . Critical-current noise is thus amenable to the same treatment as charge noise. In our
calculations, we use a typical noise amplitude for the critical current of = -A I10I c

7
c [3, 35].

We note that critical-current noisemay, in principle, also affect the large inductors, if realized as a Josephson
junction array. However, for uncorrelated noise affecting each of the arrayʼs �N 1J junctions independently,
onefinds an overall suppression of the noise amplitude by a factor of N1 J [16].Wewill see that critical-
current noise is a subdominant noise channel evenwithout this suppression, and hence, neglect the effect of such
fluctuations on superinductances.

Flux noise—The third canonical f1 noise source known to affect superconducting qubits is f1 flux noise.
Wemodel the fluctuations of themagnetic flux through the loop enclosed by the two junctions and inductors by
treating Fext as the noisy parameterλ. Flux noise is ubiquitous in current superconducting circuit devices. There
is growing evidence thatfluctuating spins on thin-film surfaces [38, 39, 47]may be themicroscopic origin of this
noise. In our calculations of pure dephasing times due toflux noise, wemake again use of equation (13)with a
typical noise amplitude of m= FFA 1 0ext [39].

Shot-noise dephasing due to thermal excitations of the ζ-mode—Thedephasing channels discussed so far are of
the direct kind, shown infigure 5(a).Wenext analyze an indirect source associatedwith thedisorder-induced
coupling to the ζ-mode. Since the0-πqubit is operated in the regimeof small EL and EC, the ζ-modewith frequency

�W =z E E8 C L is generally a low-frequencymode, and canbe subject to significant thermal excitations.
Specifically, for the three parameter sets, the ζ-mode frequencies are givenby pW =z 2 36, 113, 395 MHz, leading
to average thermal occupationnumbers of =n 8.25, 2.29, 0.39th , respectively (with assumed temperature of
=T 15 mK).Dephasingof theprimary 0-πdegrees of freedom fromthermalfluctuations canbe significantwhen

operating in the strongdispersive limit,where the qubit-state dependent shift of the ζ-mode frequency is large
compared to thewidthof the ζ-mode resonance. In that limit, the addition/loss of a single ζ-mode excitationnumber
essentiallymeasures the qubit state, leading topotentially strongdephasing. This noisemechanism, referred to as
shot-noise dephasing, canbemodeledwithin themaster equation formalismandproduces puredephasing at the rate
[48, 49]
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k c
k

c
k

G = + +
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-j
z

z

z
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⎞
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⎤

⎦
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( ) ( )n

2
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Here, kz is the intrinsic lifetimeof theharmonic ζ-mode, �w w= -( ) [ ( ) ]n k T1 exp 1th B the averagenumberof
thermal photonswith (angular) frequencyω in thermal equilibriumat temperatureT, and c c c= -( ) 201 1 0 the
qubitʼs ac Stark shift due to a single excitation. (See equation (9) for thedefinitionof cl .)Equation (18) applies
whenever the 0-πqubit and ζ-mode are coupleddispersively. It canbe further simplified in the strongdispersive limit
where k cz � 01, andwritten as

k
cG » W W +j

z
z z( )( ( ) ) ( )n n

1
4 1 , 19SN

01
2

th th

while in the opposite limit c kz�01 , as

kG » Wj z z( ) ( )n . 20SN
th

From the above equations, we see that both c01, as well as the thermal occupation Wz( )nth can play a crucial role
in determining the strength of the resulting dephasing rate.

4.2.Depolarization (T1)
Decoherence due to depolarization comprises of processes associatedwith spontaneous transitions between
energy eigenstates. Such transitionsmay occurwithin the two-level subspace of the 0-π qubit, or lead to leakage
to states outside of this subspace. The characteristic time scale for depolarization is theT1 time [25].We define
the operator coupling the 0-π circuit degrees of freedom to noise channel labeled l as dl=l lV G , where lG is
an operator on theHilbert space spanned by θ,f and ζ. dl refers to the bath degrees of freedomandmay be an
operator acting on theHilbert space of the bath, or a classical, stochastic variable with appropriately chosen
statistics. Using Fermiʼs GoldenRule, one obtains the rate for transitions from the initial state y ñ∣ i to afinal state
y ñ∣ f [25, 30, 50] as

�
g y y w= á ñl

l ll
o B∣ ∣ ∣ ∣ ( ∣ ∣) ( )G S

1
. 21i f f i fi

,
2

2

Here, initial andfinal states are eigenstates of the full 0-πHamiltonian, equation (6), with eigenenergy difference
�w = -E Efi f i, and wl ( )S is the noise spectral density, see equation (10). The coupling operator lG and spectral
density wl ( )S depend on the specific noise channel and its statistical properties. Furthermore, the±notation
describes whether the rate is upwards (gll

+
i f

, ), where >E Ef i, or downwards (gll
-

i f
, ), where <E Ef i.

We expect to operate the 0-π qubit in the dispersive regimewith respect to the ζ-mode (see equation (8)). In
such case, dressed states can be suitably labeled by excitation numbers n and l referring to ζ-mode and primary
0-π subspace, respectively: y yñ = ñ∣ ∣j l n, . In practice, we base the assignment of labels l n, on themaximum
overlap between exact eigenstates of the fullHamiltonian (6) and bare product states ñ Ä ñp z∣ ∣l n0 . (Alternatively,
perturbation theory can be used, see appendix C.)Wemay thuswrite the above transition rates in the
form g g=l l

l ¢ ¢
o

l
o

l n l n i f, ,
, , .

Sincewe aim to evaluate the depolarization of the primary 0-π degrees of freedom, i.e., transitions which
change the state index l, we define the composite transition rate

å gG =l
z

l
l ¢

¢
l ¢ ¢
o( ) ( )P n , 22l l

n n
l n l n

,
, ,
,

which includes a summation over all the ζ-mode states n and ¢n , where each initial ζ-mode state is weighted by
the thermal occupation probability � �= - - W - Wz z z( ) [ ( )] ( )P n k T n k T1 exp expB B , with kB denoting
Boltzmannʼs constant. Finally, we define an effective depolarization rate Gl

1 and corresponding time = Gl lT 11 1
for noise channelλ as8

G = G + G + Gl l l l
l l l ( ). 231 1 0 0 up 1 up

Here, Gl
l1 0 is the ordinary qubit relaxation rate, and Gl

l0 up, G
l
l1 up are the excitation rates fromground and first

excited state to all higher levels. For the 0-π qubit, we find that upward transitions to states outside the two-level
subspace typically dominate over the downward rate Gl

l1 0, even at low temperatures. This is precisely due to the
disjoint-support of the eigenstates with =l 0, 1and the resulting exponential suppression of the corresponding
matrix elements in equation (21).We elaborate on this further in section 5.

Depolarization from critical-current noise—Based on these considerations, we can assess the effects of critical-
current noise on qubit depolarization. Similar to section 4.1, we expand the critical current into a static and a

8
Often, depolarization rates are exclusively based on transitionswithin the two-level subspace [25]. In the 0-π qubit, transitions to states

outside this subspace can be dominant and, hence, are included.
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fluctuating part, d= +I I Ic c c,tot . Keeping terms up to leading order, we canwrite the interactionVIc as
9
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Employing equations (12), (22) and (23), this enables us to calculate the depolarization rate GI
1

c due to f1
critical-current noise.

Depolarization from flux noise—In analogous fashion, we characterize depolarization due toflux noise.
Identifyingλ as the externalflux Fext, and assuming dF = F + Fext,tot ext ext, we obtain the coupling operator

10
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Forflux nose, two different noise channelsmay be considered: flux noise due to current-fluctuations in the flux-
bias line, as well as f1 noise. For the former, we consider fluctuations inmagnetic flux due toOhmic current
noise in theflux-bias linewhich couples to the 0-π circuit via amutual inductanceM [3]. The spectral density for
such current noise can be described by

� �
w

w w
= +

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥( ) ( )S

R k T

2
1 coth

2
, 26I

Ohm

B

whereR is taken as W50 . This leads to the flux noise spectral density of w w=F ( ) ( )S M SI
2 Ohm

ext .Wewill assume a
mutual inductance between the qubit loop and the biasing line to be = F -M 2500 A0

1, a value substantially
larger than the one used in [3], andmotivated by the fact that larger inductors will likely require a bigger effective
circuit. Together, this allows us to calculate the flux-noise depolarization rate GF

1
,Ohmext . The analysis of f1

intrinsicflux noise proceeds in a straightforwardway from equations (12) and (25), leading to a depolarization
rate GF

1
ext.

Purcell depolarization via ζ-mode—Depolarization of the qubitmay also occur due to processes analogous to
Purcell decay, since the 0-π qubitʼs θ andf degrees of freedom are coupled to the harmonic ζ-modewhich, itself,
is subject to intrinsic decaywith rate kz . The resulting relaxation and excitation rates are enhanced or suppressed
depending howdispersive the coupling to the ζ-mode is.We show in appendix C that the resulting rates for
upward and downward transitions can bewritten as

�åk w y y k wG = á ñ »
- + W

z z z
z

l ¢ ¢
¢

¢ ¢ ¢
¢

¢

( ) ( ) ∣ ∣ ∣ ∣ ( ) ∣ ∣
∣ ∣

( )†n P n a n
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2
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q

l
q, and
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z z z
z
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in the case of <¢E El
q

l
q. In the above expressions, we use �w = - ¢¢ ( )/E E

ll
q

l
q q

l , and sumover ζ-mode occupation
numbers with the appropriate thermal weights, analogous to our previous treatment in equation (22). The
approximations given in equations (27) and (28) can be obtainedwith perturbation theory (see appendix C).
Summation as indicated in equation (23) then allows us to obtain the effective depolarization rate due to the ζ-
modemediated Purcell effect, G1

Purcell.

5. Calculated coherence times

The coherence times calculated using expressions from section 4, for parameter sets 1, 2 and 3 (see section 3) are
shown infigures 7–9 respectively. Panels (a)present pure dephasing times versus flux, namely: j

FT ext due to f1

flux noise (orange curve), jT Ic due to f1 critical-current noise (green curve), as well as jT SN due to shot noise

from the ζ-mode coupling (blue curve). The approximate expressions for jT SN, from equation (19) in the case of
PS1, and from equation (20) in the case of PS2 and PS3 (dashed red line) are also presented for comparison.

Panels (b) show the pure dephasing time j

q

T
ng due to f1 charge noise as a function of offset charge qng . The three

curves correspond to three different values of externalflux: F = 0.0ext (blue curve), F = F0.25ext 0 (orange
curve), and F = F0.50ext 0 (green curve). Panels in (c)–(f) outline the relevantT1 depolarization times:
(c) depolarization from f1 critical current noise; (d) depolarization due to f1 flux noise; (e) depolarization

9
In the regime of weak parameter disorder considered here, wemay neglect the fact that the 0-π circuit has two independent junctions, and

instead associate a single randomnoise process with themean critical current.
10

We stress that there is an ambiguity in expression (25) that arises from the choice offlux groupingwith different terms of theHamiltonian.
The details related to suchflux groupingmay be covered in a future publication.
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due toOhmic noise in theflux-bias line; (f) depolarization due to ζ-modemediated Purcell processes. All plots
in (c)–(f) show inverse rates for transitions between states 1 to 0 (blue curves), l0 upwards (orange curves),
l1 upwards (green curves), and finally effective (combined) times (dashed black curves).
Figure 7 shows that the PS1, which corresponds to the ‘deep 0-π limit’ is the best performing of the

parameter sets that we study.However, as was discussed in section 3, itmay not be easily experimentally
realizable,mainly due to difficulties in building large linear inductors. Hence, below, besides discussing the
numerical results in detail for all three parameter sets, we outline howunder some circumstances actually

Figure 7.Calculated coherence times forparameter set 1. (a)Puredephasing times due to f1 fluxnoise j
FT ext (orangecurve), f1 critical

currentnoise jT Ic (green curve) aswell as shot noise jT SN (blue curve), with its approximation k c W W +z z z
-[ ( )( ( ) )]n n4 101

2
th th

1 from

equation (19) (dashed red line), validwhen c kz�01 . (b)Puredephasing timedue to f1 , charge noise j

q

T
ng along the θdirection, plotted

as a functionof qng and calculated at F = F0.0ext 0 (blue curve), F = F0.25ext 0 (orange curve), and F = F0.50ext 0 (green curve). (c)T1
due to f1 critical current noise. (d)T1 due to f1 fluxnoise. (e)T1 due to biasingflux linenoise. (f)Purcell depolarization time. Plots in
(c)–(f), show transition timesof states 1 to0 (blue curves), l0 upwards (orange curves), l1 upwards (green curves), andfinally effective
(combined) times (dashedblack curves). Seemain text for analysis.

Figure 8.Calculated coherence times for parameter set 2. (a)Pure dephasing times due to f1 flux noise j
FT ext (orange curve), f1

critical current noise jT Ic (green curve) aswell as shot noise jT SN (blue curve), with its approximation k Wz z( )n1 th (dashed red line),

valid when c kz�01 . (b)Pure dephasing time due to f1 , charge noise j

q

T
ng along the θ direction, plotted as a function of qng and

calculated at F = F0.0ext 0 (blue curve), F = F0.25ext 0 (orange curve), and F = F0.50ext 0 (green curve). (c)T1 due to f1 critical
current noise. (d)T1 due to f1 flux noise. (e)T1 due to biasing flux line noise. (f)Purcell depolarization time. Plots in (c)–(f), show
transition times of states 1 to 0 (blue curves), l0 upwards (orange curves), l1 upwards (green curves), andfinally effective
(combined) times (dashed black curves). Seemain text for analysis.
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decreasing the circuit inductance (increasing EL), and therefore going away from the ‘deep 0-π limit’, may be
also beneficial to the overall coherence properties of the 0-π qubit.

In both PS1 and PS2, the pure dephasing is dominated by ζ-mode shot noise. Even the relatively small
amount of disorder (5% in EL and/or EC) causes the primary qubit degrees of freedom to couple to the ζ-mode,
which for PS1 and PS2 has a low frequency of pW »z 2 36 MHz and pW »z 2 113 MHz respectively. At a
temperature of =T 15 mK, this corresponds to a thermal occupations of W »z( )n 8.25th and W »z( )n 2.29th

photons. In PS1, the dispersive shift c01 is, however,much smaller than kz , and a small c01dominates jT SN (see
equation (19)), which is not particularily damaging, as even inworst case, at F = 0ext , »jT 20SN ms. In PS2, on
the other hand, overmost of the flux range, the c01 is larger than the ζ-mode decay rate—taken here as
k m=z 1 100 s. There, we observe that jT SN is well approximated by the asymptotic expression
k mW »z z( )n1 43 sth overmost of theflux range, inwhich case the shot noise rate is dominated by the thermal

photon count occupying the ζ-mode (we discuss the interplay between c01 and Wz( )nth inmore detail below).
For PS3, as shown infigure 9(a), jT SN is no longer the bottleneck across the fullflux range. Here jT SN, as in

PS2 away from F = F0.50ext 0, is still well approximated using equation (20), but both EL and EC are over 3
times larger than in PS2, leading to an increased ζ-mode frequency pW »z 2 395 MHz and therefore decreased
corresponding thermal occupation of W »z( )n 0.39th photons. This results in an approximate m»jT 254 sSN ,
but comes at the cost of increasedflux-noise sensitivity (as well as charge-noise sensitivity, see below). Away
from the flux sweet spot, this can produce a j

FT ext as low as m20 s. This unfavorable behavior is a consequence of
the large energy-flux dispersion, easily observed infigures 4(c) and (d). Near the sweet spot, however, the flux
noise is subdominant and shot-noise dephasing quantified by jT SN remains the limiting factor. Therefore,
perhaps somewhat surprisingly, as long as qubit operation is performed in the vicinity of zeroflux, actually
increasing EL and EC (from that of PS2 to PS3) can be beneficial to the qubitʼs effective pure dephasing time.
While decreasing disorder ultimately alsomitigates shot-noise sensitivity, wefind that disorder levels as small as
~2% and k m=z1 100 s still lead to significant dispersive shifts c kz�01 (for EL and EC of PS2 and PS3) away
from F = F0.5ext 0. If EL cannot be decreased as done in PS1, the resolution to this challenge is to either further
decrease the thermal population of the ζ-mode, or to decrease kz itself.

Indeed, one key result of our calculations is the non-trivial dependence of shot-noise sensitivity on EL. In
PS1, both EL and EC are decreased relative to their values in PS2, by factors of 5 and 2 respectively, which leads to
a substantialmitigation of shot noise. The origin of the observed improvement is subtle, as decreasing EC and EL

also decreases Wz , which actually increases the thermal population of the ζ-mode and couldmake shot noise
evenmore damaging. However, while Wz( )nth gets larger, beyond a certain threshold, the dispersive shift c01
decreases very rapidly. Specifically, the dispersive shifts c0 and c1 for the two qubit states become essentially
identical, thus rendering ζ-mode shot noise ineffective for dephasing.

Figure 9.Calculated coherence times for parameter set 3. (a)Pure dephasing times due to f1 flux noise j
FT ext (orange curve), f1

critical current noise jT Ic (green curve) aswell as shot noise jT SN (blue curve), with its approximation k Wz z( )n1 th (dashed red line),

valid when c kz�01 . (b)Pure dephasing time due to f1 , charge noise j

q

T
ng along the θ direction, plotted as a function of qng and

calculated at F = F0.0ext 0 (blue curve), F = F0.25ext 0 (orange curve), and F = F0.50ext 0 (green curve). (c)T1 due to f1 critical
current noise. (d)T1 due to f1 flux noise. (e)T1 due to biasing flux line noise. (f)Purcell depolarization time. Plots in (c)–(f), show
transition times of states 1 to 0 (blue curves), l0 upwards (orange curves), l1 upwards (green curves), andfinally effective
(combined) times (dashed black curves). Seemain text for analysis.
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To illustrate this effect inmore detail, figure 10 presents jT SN as a function of EL while keeping all other

parameters fixed to the values of PS2. The plot shows that jT SN goes through aminimumat »E E 0.0021L CJ (or
equivalently =E 0.042L GHz). For E EL CJ well above theminimumat =E E 0.0021L CJ , jT SN can be
approximated by k Wz z( )n1 th , and increasing EL is beneficial because it decreases the thermal population of the
ζ-mode. This is consistent with the benefit we observewhen increasing EL (and EC) from the values of PS2 to
PS3. In the opposite limit, �E E 0.0021L CJ , jT SN can be approximated using equation (19). Since the dispersive
shift decreases at a faster rate than Wz( )nth increases, the sensitivity to ζ-mode shot noise is actually reduced and

jT SN gets larger,matching the observationsmade for PS1.Hence, this leads us to believe, that itmay be beneficial

to keep decreasing EL, but onlywhen beyond the threshold corresponding the to theminimumof jT SN.
As can be expected from the energy-flux dependence (see figures 3 and 4(a) and (b)), in both PS1 andPS2, the

qubit is well-protected from f1 flux noise near the sweet spots at F = 0ext . This ismainly due to the EL being
small enough, which contributes to the localization of the 0-π qubit wave functions in the q = 0 and q p=
potential energy wells, and lead to near-degeneracy aswell as suppressed flux dispersion. Pure dephasing due to
critical currentfluctuations, by contrast, has itsflux sweet spot close to half-integer flux, and constitutes the
secondmost dominant pure dephasingmechanism at F = 0ext , the natural operating point for the 0-π qubit.
Panels (b) offigures 7–9 show the effects of charge noise. For PS1 and PS2, dephasing due to charge noise is weak,

and at F = 0ext , inworst case, away from charge sweet spots, the dephasing times exceed =j

q

T 500 s
ng and

»j

q

T 1 s
ng respectively. For PS3, charge noise can become a limiting factor away from charge sweet spots, as seen

infigure 9(b) if the qubit is biased near F = F0.5ext 0. Here, the charge-noise sensitivity is increased by the larger
charging energy EC aswell as the decreased Josephson energy EJ which in total reduce the ratio ~E E E EJ Cs J C.
Altogether, this increases the energy-charge dispersion (not explicitly shown) and leads to the reduction in
dephasing time. Since in practice itmay be difficult to limit stray charge offsets, in PS3, onemight need to

operate the qubit as close to F = 0ext as possible, where .j
-

q

T 10
n 4g s. Alternatively, amore detail optimization

of PS3would be possible where EC could be decreased, while EL further increased. This could potentially limit

j

q

T
ng , while stillminimizing the impact of shot noise (over PS2).
Depolarization timesT1 from critical-current and flux noise are shown in panels (c)–(e), while fromPurcell

effect, in panels (f) offigures 7–9. For all three parameter sets, the effective (combined) results (black, dashed
lines) are large, with values exceeding 10 s (PS1), 10 s (PS2), 600 ms (PS3) at F = 0ext .We note that the
relaxation rates from the first excited to the ground state (blue curves) are typically substantially smaller when
compared to excitation rates towards higher states (orange and green curves). This, ‘by-design’ behavior is a
result of the significant suppression of allmatrix elements between ground and first excited states of the qubit.
Figures 3 and 4 show that for all parameters sets we study, the two lowest eigenfunctions exhibit strong
localization along the θ direction—even for PS3 away from F = F0.5ext 0, where the near-degeneracy of the
states is lost. As a result, upwards transitions leaking out of the two-level qubit subspace aremuchmore likely
than ordinary relaxation/excitation processes within it.We also see that theT1 results for PS1 and PS2 are
generallyflat, while in the case of PS3, we observe not justmore variation as a function offlux, but also abrupt
dips, especially near F » F0.29ext 0. The increased flux variation has to dowith amuch larger dependence of the
wave functions on changes influx, which ismainly a result of an increased EL. The dips correspond to
anticrossings between the states of the qubit and the ζ-mode. In the case ofT1

Purcell, for example, right at, or very

Figure 10.Plot of dephasing time jT SN due to z -mode shot noise as a function of E EL CJ (blue curve) for PS2. EL is variedwhile
keeping all other energies fixed. At »E E 0.0021L CJ (i.e. =E 0.042L GHz), the dephasing time jT SN reaches aminimum. For

�E E 0.0021L CJ , jT SN can be approximated by k Wz z( )n1 th (orange curve), and increasing EL is beneficial because it (slowly)
decreases the thermal population of the ζ-mode. For �E E 0.0021L CJ , jT SN can be approximated using equation (19) (green curve).
In that case, the dispersive shift decreases at a faster rate than Wz( )nth increases, leading to an overall increase in jT SN. The lifetime kz1
is shown for comparison (black dashed line).
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near such dips, we expect the dispersive approximation to break down. There, the qubit is no loner protected by
its detuning from the ζ-mode, which results in rates that increase the effective depolarization [51].

Figure 11 summarizes our results with a plot of the total coherence times for PS1 (blue), PS2 (orange), and
PS3 (green). The displayed pure-dephasing times11 jT , and depolarization timesT1 are obtained from the
cumulative rates combinining all noise processes described in section 4. At the zero-fluxworking point, wefind:

»jT 20 ms and »T 10 s1 for PS1, m»jT 50 s and »T 10 s1 for PS2, and m»jT 200 s and »T 6001 ms for
PS3. These rates confirm that the 0-π qubit is a promising device benefitting from intrinsic protection. This
applies especially to the ‘deep 0-π limit’ exemplified by PS1 and envisioned byBKP [13]. Futurework on
superinductors based on Josephson junction arrays and high-inductancematerials will have to explore ways to
reach the needed high inductance values. In themeantime, PS2 and PS3 show that the effect of intrinsic
protection can already be reapedwith intermediate parameter choices accessible with current capabilities in
superinductor fabrication.

6. Conclusions

Wehave studied the coherence properties of the 0-π qubit and presented calculations of coherence times for
three representative sets of circuit parameters.We find that the inductive energy EL has a key impact on the
coherence properties: despite spurious coupling to the low-frequency ζ-mode, very large inductances currently
beyond experimental capabilities could indeed realize the promise of an intrinsically protected superconducting
qubit.

In the absence of disorder in circuit parameters, the ζ-mode remains decoupled and the 0-π qubit is expected
to bewell-protected against noise-induced transitions leading to depolarization, and againstfluctuations in
qubit energies leading to pure dephasing. Once disorder in the inductive or charging energies (EL, EC) is present,
the coupling of the primary qubit degree of freedom to the low-energy, harmonic ζ-mode introduces additional
decoherence channels that can change the optimal parameter landscape of the qubit. Evenwith amoderate
amount of disorder of a few percent, the thermal population of the ζ-mode can lead to significant shot-noise
dephasing of the qubit. In particular, we found that in the case of parameter set 2, jT SN has aminimumaround

»E 0.042L
min GHz. for >E EL L

min , the shot-noise rate is dominated by the thermal occupation of the ζ-mode,
and hence can beminimized bymaking Wz larger. This comes at a cost of largerflux dispersion and, hence,
enhanced sensitivity to f1 flux noise which can become the limiting factor. In the opposite regime of

<E EL L
min (large inductance limit), the rise of the ζ-mode thermal occupation wz( )nth is compensated by a

dramatic decrease in the qubitʼs dispersive shift c10, leading in fact to an overall reduction in the shot-noise
dephasing rate—see equation (19). The 0-π qubit is generally found to behavewell with respect to depolarization
processes across the parameter sets we considered.

The effective (combined) pure dephasing and depolarization rates at F = 0ext were found to be »jT 20 ms
and »T 10 s1 for PS1, m»jT 50 s and »T 10 s1 for PS2, and m»jT 200 s and »T 6001 ms for PS3.We
believe that further optimizationmight lead to evenmore favorable results,motivating future research into
experimentally realizing even larger superinductances. In summary, we conclude that the coupling to the
spurious ζ-mode does not invalidate the prospects of intrinsic noise protection in 0-π qubits.We predict that
noise protection is at work even in the regime ofmodest, currently accessible superinductances, rendering the
0-π qubit an attractive candidate for next-generation superconducting devices.

Figure 11.Effective coherence times for PS1 (blue), PS2 (orange), and PS3 (green). The displayed pure-dephasing times jT , and
depolarization timesT1 are obtained from the cumulative rates combining all processes described in section 4.

11
In the case of the combined jT , the charge noise rate j

q

T1
ng is not includeded in the calculations. Its inclusion, however, would have

minimal (i.e. visually indistinghishable) impact on the the result, except in PS3, at F = F0.50 0 and the near charge bias of =qn 0.5g .
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AppendixA. Pure dephasing due to classical noise

In this appendix, we review the derivation of pure dephasing rates.We retain terms up to second order in the
noise coupling, so that the full crossover from linear noise susceptibility to second-order susceptibility at sweet
spots [41] can be evaluated. Our treatment here is in part based on previouswork published in [25, 40].

We consider an external parameter l l dl= +( ) ( )t t0 subject to a classical noise signal dl ( )t arising from
a stationary, Gaussian process with amean dlá ñ =( )t 0 and given noise power spectrum

òw dl dl= á ñw
-¥

¥ -( ) ( ) ( )S t td e 0ti . The systemHamiltonian depends parametrically on the external
parameter, l= ( ( ))H H t , andwe assume that the effect of noise is sufficiently small to allow an expansion in
powers of dl

'
l
dl

l
dl dl l= +

¶
¶

+
¶
¶

+ » + l( ) ( ) ( ) ( ) ( ) ( )H H
H

t
H

t H V t
1

2
, A.10

2

2
2 3

0

where l= ( )H H0 0 , and the derivatives are evaluated at l l= 0. To analyze how the noise terms l ( )V t affect the
phase coherence of the system, it is convenient to switch to the interaction picture, inwhich states and operators
take the usual form y yñ = ñ∣ ¯ ( ) ∣ ( )t te H ti 0 and = -¯ ( )X t Xe eH t H ti i0 0 .We further employ the eigenbasis ñ{∣ }n ofH0

to express the state y ñ∣ ¯ ( )t in terms of the probability amplitudes y= á ñ( ) ∣ ¯ ( )c t n tn . In the interaction picture, the

time-dependent Schrödinger equation thus takes the form y= á ñ = å á ¢ñl l¢ ¢( ) ∣ ¯ ( )∣ ¯ ( ) ∣ ¯ ( )∣ ( )c t n V t t n V t n c ti
t n n n

d

d
.

In general, the noise operator l̄ ( )V t incorporates both longitudinal and transverse terms

å å= ñá + ñál
¹

¯ ( ) ( ) ∣ ∣ ( ) ∣ ∣ ( )V t v t n n v t n m , A.2
n

n
n m

n m,

where the former is responsible for pure dephasing, while the latter introduces transitions among different
states. In the following discussionwe concentrate on pure dephasing, and, hence ignore the transverse portion of
theHamiltonian. In such case, the systemof differential equations for ( )c tn decouples, andwe find

� òy = - ¢ ¢⎜ ⎟⎛
⎝

⎞
⎠∣ ( )⟩ ( ) ∣ ⟩ ( )t t v t nexp

i
d , A.3n

t

n
0

for the time evolution of the initial state ñ∣n . As expected, the longitudinal coupling only affects the phase of the
state. Next, wemake use of the decomposition of the noise into contributions offirst and second order,

dl dl dl dl= á ¶ ñ + á ¶ ñ = +l l( ) ∣ ∣ ( ) ∣ ∣ ( ) ( ) ( ) ( )v t n H n t n H n t d t D t
1

2

1

2
. A.4n n n

2 2 2

(Again, derivatives are evaluated at l l= 0.)Thefirst-order coefficient dn can bewritten as

å l l l l l= á ¶ ñá ñ = ¶ + á ¶ ñ + = ¶l l l l

⎛
⎝⎜

⎞
⎠⎟∣ ( ) ∣ ( ) ( ) ∣ ∣ ( )( ∣ ∣ ( ) ) ( )d n E m m n E E n n Ec.c. , A.5n

m
m n n n0

where all derivatives are evaluated at l l= 0, and the termproportional to l( )En 0 on the right-hand side is zero,
since l ñ∣ ( )n is normalized. The second order coefficient is

= ¶ á ¶ ñ = ¶l l l∣ ∣ ( )D n H n E , A.6n n
2

evaluated at l l= 0.
To extract the pure dephasing times, we consider a Ramsey-type experiment, starting in an initial

superposition y ñ = ñ + ñ∣ ¯ ( ) (∣ ∣ )0 0 1 2 . The pure dephasing time is related to the decay of off-diagonal
elements of the densitymatrix in the relevant 2×2 subspace,

* ò òr
r

r
r w dl w dl= = - ¶ ¢ ¢ - ¶ ¢ ¢l l⎜ ⎟

⎛
⎝⎜⎜

⎞
⎠⎟⎟

⎛
⎝

⎞
⎠( )

( )
( ) ( ) ( ) ( )

( )

t
t

t
t t t t t

1

2

1

1
with exp i d i d ,

A.7

t t01

01
01 01

0

1

2
2

01
0

2

where �w = -( )E E01 0 1 , and its derivatives are evaluated at l l= 0. Upon averaging over noise realizations
dl ( )t , the phase factor r01 approaches zero at long times, rá ñ =l¥ ( )tlim 0t 01 .Wewill see that the details of this
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decay depend on the noise power spectrum wl ( )S . However, in common cases the decay occurs on some
characteristic time scaleTj, the pure dephasing time. To proceed, we note that the exponent of r01 is aGaussian
randomvariable, such that á ñ = -á ñe eY Yi 22

, which lets us write the noise average as

ò ò

ò ò

r w dl dl

w dl dl

á ñ = - ¶ á - ñ

- ¶ á - ñ
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t t t t t
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exp d d 0

d d 0 . A.8
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2
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2 2 1
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4
2

01
2

0
1
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2

2
2 1

2

Here, we have used dl dlá - ñ =( ) ( )t t 0 02 1
2 . Next, we treat the integrals from first and second order

contributions:

ò ò ò ò ò
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w
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For the second-order expression, we applyWickʼs theorem to obtain dl dl dlá - ñ = á ñ +( ) ( ) ( )t t 0 02
2 1

2 2 2

dl dlá - ñ( ) ( )t t2 02 1
2. Also noting that dl dlá - ñ = á ñ( ) ( )t t 02

2 1
2 2 2, wefind
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where òs dl w= á ñ =l
w
p l-¥

¥( ) ( )S02 2 d

2
.

A.1. f1 noise
For f1 noise, wl ( )S is singular for w l 0, and the noise variance diverges logarithmically. As a result, infrared
and ultraviolet regularizations are needed, and are commonly introduced by appropriate cutoffs at wir and wuv.
(Note that certain quantitiesmay depend on the type of cutoff chosen, i.e., abrupt or ‘soft’ [25].)Returning to
equation (A.8) and evaluating the integral ( )I t1 for the noise spectrum w p w=l l( ) ∣ ∣S A2 2 , leads to

òp
w
p w

w
w= l

w
l

¥
�⎜ ⎟⎛

⎝
⎞
⎠( ) ( ) ∣ ∣ ( )I t A

t
A t t8 2

d

2

1
sin

2
2 ln , A.111

2
3

2 2
ir

2

ir

wherewe have extracted the leading log-divergent term for w l 0ir and assumed w-�t ir
1. For the second-

order contribution, taking the upper frequency limit as wuv, the leading log-divergent contribution is

w w w= +l( ) ( ) ( ) ( )I t A t A t t4 ln 8 ln . A.122
4 2

uv ir
2 4 2

ir
2

Equations (A.11) and (A.12) imply that the decay of the off-diagonal elements of the densitymatrix follows a
Gaussian (up to logarithmic corrections):

r w w w w w wá ñ ~ - ¶ - ¶ +l l l l( ) { ( ) ∣ ∣ ( ) [ ( ) ( )] } ( )t A t t A t texp ln ln 2 ln . A.1301
2

01
2

ir
2 4 2

01
2 2

uv ir
2

ir
2

Therefore, using the standard variation of theGaussian as ameasure of the dephasing time, we obtain

w w w w w w= ¶ + ¶ +j l l l l
-{ ( ) ∣ ∣ ( ) [ ( ) ( )]} ( )T A t A t2 ln 2 ln 2 ln , A.142

01
2

ir
4 2

01
2 2

uv ir
2

ir
1 2

which is equation (13) shown in themain text.

Appendix B. Capacitive coupling to circuit nodes

The analysis of capacitive coupling to the 0-πnodes, shown infigure 6, proceeds by including the gate
capacitancesCg and external voltage signals ( )V tj ( = ¼j 1, , 4) in the circuit Lagrangian. The transformation of
variablesj f q zl S, , ,j , is accompanied by defining analogous superpositions of external voltage signals

l f q z SV V V V V, , ,j , namely = - + -f ( ) ( )V V V V V2 2 3 4 1 etc, see equation (1). After Legendre transformof
the circuit Lagrangian, onefinds that the charging energies are renormalized due to the presence of gate
capacitances. Denoting the renormalized capacitances ¢ = +( )C C C 2gJ J , ¢ = +( )C C C 2g and
¢ = +( )C C C 2gs s , we canwrite the renormalized charging energies (see equation (15)) as ¢ = ¢E e C2CJ

2
J ,

¢ = ¢E e C2C
2 , and ¢ = ¢E e C2Cs

2
s respectively. In thefinal expression of the kinetic energy, equation (15), the

fluctuating voltages are compactly written in terms of effective offset charges. If we define the offset charges

associatedwith each linearized-mode variable by =n̄g
x C V

e2
g x , with q f zÎ { }x , , , then the effective offset charges

used in equation (15) are given by
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C

These expressions show that disorder in the capacitancesC andCJ leads to non-trivial ‘mixing’ between the
circuit degrees of freedom θ,f and ζ and the corresponding voltages—a fact thatmay be of importancewhen
performing 0-π qubit gates by driving capacitively coupled resonators12.

AppendixC. Purcell depolarization via the ζ-mode

In this appendixwe review the derivation of relaxation and excitation rates associatedwith the Purcell effect. In
the context of the 0-π qubit, Purcell depolarizationmay occur due to the coupling of the primary 0-π degrees of
freedom (variablesf and θ) to the lossy ζ-mode. TheHamiltonian for 0-π circuit interacting with a bath can be
written as = + +H H H Hsys int bath where the individual contributions are:

� �å å åy y w l= ñá = = +∣ ∣ ( ) ( )† † †H E H b b H ab a b, , . C.1
k

k k k
k

k k k
k

k k ksys
sys sys sys

bath int

Here, Hsys is the full 0-π circuit Hamiltonian, including the ζ-mode. The latter couples linearly to a bath via Hint,
where a and bk correspond to the lowering operators of the ζ-mode and bathmodes, respectively. Using Fermiʼs
GoldenRule, wefind that Hint induces transitions among the eigenstates of +H Hsys bath with a rate

�
g

p
d y y= - á ñl ( ) ∣ ∣ ∣ ∣ ( )E E H

2
. C.2i f i f f iint

2

The states

y y y yñ = ñ ñ ñ = ñ ¢ñ∣ ∣ ⨂∣ ∣ ∣ ⨂∣ ( )m mand , C.3i i
k

k f f
k

k
sys sys

are the initial and final eigenstates of +H Hsys bath, andEi and Ef are the corresponding eigenenergies.
Substituting these expressions into equation (C.2) and simplifying leads to

�
�å

�

g
p
d l y y d

y y d d

= - á ñ

+ á ñ +

l ¢ ¢ -

¢ +
¢¹
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, ,
2 2 sys sys 2

, 1

sys sys 2
, 1 ,

k k k k

k k k k

where { }mk and ¢{ }mk denote the initial and final configuration of the bathmodes. Next, we note that the bare
energies of y ñ∣ i and y ñ∣ f can bewritten as

� �å åw w= + = + ¢
¢

( )E E m E E mand . C.5i i
m

k k f f
m

k k
sys sys

k k

To obtain the effective rate for the transition li f , we sumover all initial and final states of the bath, weighting
initial states by their probability of occurrence ({ })P mk , as appopriate for a bath in a thermal state at temperature
T.With this, we obtain

� �

� �

å å

å

g p l d w y y w

p l d w y y w

G = = - + á ñ

+ - - á ñ +

l
¢
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2 1 , C.6
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k
k i f k f i k

,
, ,

2 sys sys sys sys 2
th

2 sys sys sys sys 2
th

k k

k k

where w( )n kth represents themean thermal occupation number for bathmode k (mode energy �wk). Finally, we
take the continuum limit, define �k p r w l= ( )∣ ∣2 k k

2 with r w( ) denoting the bath density of states, and
introduce �w = -¢ ¢( )E Ejj j j

sys sys sys , to obtain

k w y yG = á ñzl
+ ( ) ∣ ∣ ∣ ∣ ( )†n a , C.7i f fi f i

Purcell,
th

sys sys sys 2

when >E Ef i
sys sys, as well as a downward one

k w y yG = + á ñzl
- ( ( )) ∣ ∣ ∣ ∣ ( )n a1 , C.8i f fi f i

Purcell,
th

sys sys sys 2

when <E Ef i
sys sys. Thefinal step is to note that overmost of the relevant parameters discussed here, the qubit is

in the dispersive regimewith respect to the ζ-mode. One can use this fact to label the eigenstates y ñ∣ j
sys with

quantumnumbers l and n corresponding to the number of qubit and ζ-mode excitations respectively. As
discussed in section 4.2, oneway to do this is to look at amaximumoverlap between the exact (numerically
calculated) eigenstates and bare states where the coupling between the q f{ }, and ζ is set to zero. Another way is
to approximate the eigenstates by treating the coupling å ñá ¢ +¢ ¢( ∣ ∣ )g l l a h.c.l l ll, from equation (6) as a
perturbation. In that case, we can express the dressed states ñ∣l n, in terms of bare eigenstates ñ∣l n, as

12
To be discussed in a future publication.
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, C.10k
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sys

,

,
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with bare energies �= + WzE E nl n l
q

,
sys . Defining y ñ = ñ∣ ∣l n,i

sys , y ñ = ¢ ¢ñ∣ ∣l n,f
sys , we thusfind for thematrix

element the leading-order expression

*

*

y y b d a d

a d b d
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l n
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sys sys 2 ,
,

,
1, 1

2

,
2,

, 2
1, 1

2

wherewe neglect terms beyond second order inα andβ from equation (C.10). Substituting equation (C.11) and
an analogous expression for y yá ñ∣ ∣ ∣ ∣†af i

sys sys 2 into (C.6), leads to the expressions (27) and (28). In the last two
stepswe summed over the final ζ-mode states ¢n , which conveniently resulted in the expression that is
independent of n. Infigure C1we show a comparison between the depolarization rates due to Purcell effect for
PS1 (a), PS2 (b), and PS3 (c), calculated using bothmethods: the solid colored lines use numericalmaximum-
state-overlapmethod, while the black lines are fromperturbation theory.
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