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Quantum computers will require quantum error correction to reach the low error rates necessary
for solving problems that surpass the capabilities of conventional computers. One of the dominant
errors limiting the performance of quantum error correction codes across multiple technology plat-
forms is leakage out of the computational subspace arising from the multi-level structure of qubit
implementations. Here, we present a resource-efficient universal leakage reduction unit for super-
conducting qubits using parametric flux modulation. This operation removes leakage down to our
measurement accuracy of 7 · 10−4 in approximately 50 ns with a low error of 2.5(1) · 10−3 on the
computational subspace, thereby reaching durations and fidelities comparable to those of single-
qubit gates. We demonstrate that using the leakage reduction unit in repeated weight-two stabilizer
measurements reduces the total number of detected errors in a scalable fashion to close to what
can be achieved using leakage-rejection methods which do not scale. Our approach does neither
require additional control electronics nor on-chip components and is applicable to both auxiliary
and data qubits. These benefits make our method particularly attractive for mitigating leakage in
large-scale quantum error correction circuits, a crucial requirement for the practical implementation
of fault-tolerant quantum computation.

Quantum error correction (QEC) protocols [1, 2] offer
a promising path to close the gap between physical error
rates achievable on quantum computing devices and the
low logical error rates necessary to solve computational
problems that are intractable for conventional comput-
ers [3]. However, the efficient suppression of logical errors
typically relies on the assumption that physical errors
occur independently both in space and time, and that
physical systems used as qubits have no more than two
levels [4, 5]. Yet leakage, a phenomenon in which an exci-
tation leaves the two-level computational subspace used
to perform quantum operations, is a source of highly cor-
related errors [6, 7]. Consequently, leakage poses a signif-
icant challenge to achieve fault-tolerant quantum compu-
tation [8–14]. Leakage occurs across a wide range of tech-
nology platforms including trapped-ion systems [15, 16],
semiconductor quantum dots [17], neutral atoms [18] and
superconducting circuits. For superconducting circuits,
leakage arises predominantly from control inaccuracies in
single-qubit gate operations [19–22], two-qubit gate op-
erations [23–26] and readout [27–29].

To mitigate the effect of leakage, so-called leakage re-
duction units (LRUs) have been proposed to convert leak-
age errors into uncorrelated errors in the computational
subspace at regular intervals during the computation [8].
Most proposals for LRUs consist of involved teleportation
circuits [8, 9], of auxiliary qubit reset in combination with
periodic swaps between auxiliary and data qubits [10],
or of dedicated filter circuits which allow for the dissipa-

tion of only the leakage state [30, 31], all of which add
overhead to quantum error correction protocols or to the
device architecture. Therefore, initial leakage-mitigation
schemes for superconducting qubits [6, 32] focused on re-
moving leakage using a multi-level reset operation [6, 33–
35]. However, such an operation also resets the states of
the computational subspace [36] and can therefore only
be applied to auxiliary qubits at the end of an error
correction cycle. Such a scheme was recently extended
to remove leakage of data qubits using an additional
leakage-swap gate followed by a second auxiliary-qubit
reset operation [7]. It is only very recently that a uni-
versal LRU, a single operation which can be applied to
both data and auxiliary qubits, has been demonstrated
based on the proposal of Ref. 14 using a second-order
microwave-activated coupling (previously used in Ref. 33
for qutrit reset) between the leakage state and the read-
out resonator [37].

In this Letter, we present a resource-efficient, fast and
universal flux-activated LRU which couples the leakage
state of a flux-tunable transmon qubit [38] to its read-
out resonator. The engineered coupling, resulting from
a parametric qubit frequency modulation, is a first-order
transition and therefore the LRU can be fast [39], reach-
ing durations and fidelities comparable to those of single-
qubit gates. Additionally, unlike the method used in
Ref. 7, it can also be performed when the readout res-
onator frequency is higher than the qubit frequency, a
common architectural choice [34, 40–42] to avoid compli-
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cations from readout-induced transitions that arise when
the readout resonator frequency is lower than the qubit
frequency [29, 43].

We realize the LRU by coupling the first leakage state
of a flux-tunable transmon qubit, |f⟩, to a readout
resonator-Purcell filter system which is strongly coupled
to a feed line acting as a dissipative environment, as illus-
trated with a simplified energy-level diagram in Fig. 1(a)
and a full circuit diagram of the system in Fig. 1(b). For
clarity, we consider a single readout mode in the energy-
level diagram although we have two hybridized readout-
resonator/Purcell-filter modes [44], see Appendix A for
all relevant device parameters. We realize the coupling by
applying a flux pulse ϕ(t) with amplitude ϕa and modula-
tion frequency ωm to the flux line of the qubit [35, 45, 46],
as depicted in Fig. 1(c) and detailed in Appendix B.

Because the qubit is operated at its upper flux-
noise-insensitive bias point (i.e. with a DC flux bias
of ϕDC = 0), the flux modulation results in a qubit
frequency modulation with leading-order sidebands at
±2ωm [39, 45, 46]. The amplitude of the qubit fre-
quency modulation is denoted ωa, and inferred in the
experiments as described in Appendix C. When the high-
frequency sideband [top dashed blue line in Fig. 1(a)] of
|f0⟩ is resonant with |e1⟩, population is transferred from
|f0⟩ to |e1⟩. Here the first state label corresponds to the
state of the transmon qubit and the second to the Fock
state of the resonator mode. This resonance condition is
fulfilled when

2ωm = |ωef − ωr| ≈ |ωge + α− ωr| = |∆+ α| (1)

where ωge (ωef) is the transition frequency from |g⟩ to |e⟩
(|e⟩ to |f⟩) at the bias point, α = ωef−ωge is the transmon
anharmonicity, and ∆ = ωge−ωr is the detuning between
the qubit frequency and the transition frequency ωr of
the readout resonator mode. The overline symbol ωkl

indicates the transition frequency from |k⟩ to |l⟩ time-
averaged over the duration of the modulation pulse, i.e.
ωge ≈ ωge − ωa and ωef ≈ ωef − ωa.

The resulting coupling strength g depends on the mod-
ulation amplitude [39, 46]

g =
√
2gqrJ1(ωa/2ωm) (2)

with gqr the coupling strength between the qubit and
the readout resonator, and J1(·) the first Bessel function
of the first kind [47]. After the leaked population has
been transferred to the readout resonator, the coupled
system decays back to the computational state |e0⟩ on
the timescale of the effective decay rate of the resonator
mode κr/2π = 16.4MHz (Appendix A).

When the flux modulation pulse is tuned to satisfy the
resonance condition of the LRU [Eq. (1)], an analogous
parametric transition from |e0⟩ to |g1⟩ with a coupling

strength g/
√
2 is detuned by only |α|, as illustrated in

Fig. 1(a). It is essential to suppress residual driving of
this transition because it affects the computational sub-
space. To achieve this, we ensure that the bandwidth
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FIG. 1. Concept of the leakage reduction unit. (a) Energy-
level diagram of a transmon qubit with transition frequency
ωge and anharmonicity α coupled to a resonator mode with
transition frequency ωr. Sidebands generated by a modula-
tion of the qubit frequency are indicated with dashed blue
lines. These sidebands enable the coupling of the leaked state
|f0⟩ to the state |e1⟩, which decays back to the computational
subspace state |e0⟩. See main text for details. (b) Circuit di-
agram of the elements required for the implementation of an
LRU for a flux-tunable transmon qubit (blue): a flux line
(green), and a readout resonator/Purcell-filter system (pur-
ple) coupled to a feed line (black). (c) Modulating the mag-
netic flux in the SQUID loop of the qubit (Appendix A) using
a Gaussian-filtered modulation pulse Φ(t) (green line) results
in a modulation of the qubit transition frequency ωge (blue
line), leading to a parametric coupling to the resonator mode.

of the |e0⟩ sideband is much smaller than |α| by filter-
ing the rising and falling edges of the flux pulse using a
Gaussian kernel of width σ = 5ns, see Appendix B. Fur-
thermore, to suppress Purcell decay of the high-frequency
|e0⟩ sideband, we use a device architecture with an in-
dividual Purcell filter for each qubit and readout circuit
parameters which ensure that the transmission through
the readout resonator-Purcell filter system is suppressed
at a detuning |α| from resonance [48, 49].

We first identify suitable operating points for the LRU,
i.e. pairs of (ωm, ωa) satisfying the resonance condition.
Specifically, we prepare the qubit in |f⟩, apply a flux
modulation pulse with a fixed duration of t = 100 ns >
1/κr, and subsequently measure the transmon qubit with
three-state readout [33]. We sweep the modulation fre-
quency and the modulation amplitude and identify four
resonances yielding low |f⟩ population after 100 ns, see
the four slanted spectral lines in Fig. 2(a). The high-
modulation-frequency resonance doublet corresponds to
the parametric transition from |f0⟩ to |e1⟩ from the qubit
into either one of the two resonator-Purcell-filter modes.
We use the highest-frequency resonance of this doublet
to implement the LRU. The two lower-frequency reso-
nances are induced by a second-harmonic process, see
Appendix D for details. For each of the spectral lines,
the modulation frequency required to reach resonance
increases linearly as a function of the modulation am-
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FIG. 2. Calibration of the leakage reduction unit. (a) |f⟩ pop-
ulation after a 100-ns-long LRU as a function of the modula-
tion frequency ωm and the modulation amplitude ωa. Four op-
erating points for an LRU are indicated with purple symbols.
(b) Experimentally measured (dots) and simulated (lines)
time evolution of the population of |g⟩ (blue), |e⟩ (green),
|f⟩ (red) of the transmon qubit initially prepared in |f⟩ when
applying the modulation pulse with the parameters indicated
by a purple circle in (a). Error bars correspond to the stan-
dard error from 25000 single-shot measurements. (c) Mea-
sured (markers) and simulated (line) duration of the leakage
reduction unit, τLRU, as a function of the modulation ampli-
tude ωa.

plitude with a slope of approximately 1/2 as the mean
qubit frequency is shifted by ωa during flux modulation,
see also Eq. (1).

In a second calibration step, we fix the modulation am-
plitude and frequency, and vary the duration of the pulse
τ to extract the minimal duration τLRU of the pulse yield-
ing the lowest population of |f⟩. For the operating point
O = (ωm/2π = 564, ωa/2π = 128) MHz [purple circle
in Fig. 2(a)], the achieved parametric coupling g is large
with respect to κr/4, which results in under-damped os-
cillations [35] of the |f⟩ population with a first minimum
of 6(1)·10−4 after a pulse duration of only 34.5 ns (54.5 ns
when accounting for the rising- and falling-edge buffers as
detailed in Appendix B), see Fig. 2(b). The exhaustive
depletion of the population in |f⟩, down to the single-
shot readout accuracy of approximately 7 · 10−4, demon-
strates the high effectiveness of the LRU. The population
dynamics of all three transmon eigenstates are in good
agreement with master-equation simulations [solid lines
in Fig. 2(b)], see Appendix E for details.

To gain further insight into the relationship between
the modulation amplitude and the duration of the LRU,
we measure the time evolution of the transmon popula-
tion for four modulation amplitudes [purple markers in

Fig. 2(a)] and extract the corresponding τLRU. As ex-
pected from simulations, τLRU decreases approximately
as 1/ωa in our parameter regime, see purple markers in
Fig. 2(c).

Although leakage errors can significantly impede the
performance of QEC protocols, they are infrequent, typ-
ically occurring at a rate of 0.1-1% per qubit per QEC
cycle [6, 49, 50]. Consequently, in practice the LRU acts
on a state within the computational subspace most of
the time, and it is therefore imperative to minimize its
effect on this subspace. We investigate the effect of the
LRU on the Z-basis states of the computational subspace
for the operating point O by comparing a T1 measure-
ment when applying a flux-modulation pulse of dura-
tion τ (blue), and a waiting time of equivalent duration
(gray), see Fig. 3(a). We proceed analogously using a T ∗

2

measurement to evaluate the effect on the X-basis states
[Fig. 3(b)].

We observe only a small effect of the flux modulation
pulse on short time scales (τ ≤ τLRU), with a popula-
tion transfer from |e⟩ to |g⟩ of only ∼ 0.005(2) in the
T1 measurement and a similar reduction in the contrast
of Ramsey fringes in the T ∗

2 measurement. These obser-
vations suggest that, as required, the modulated pulse
leaves the computational subspace mostly unaffected on
the time scale of the duration of an LRU operation.

We repeat the same measurements for longer time
scales to accurately extract coherence times, and find an
effective lifetime of T1 = 13.4 µs (T ∗

2 = 10.8 µs) when the
LRU is applied, compared to T1 = 28.8 µs (T ∗

2 = 37.0 µs)
when the LRU is not applied. We attribute this effec-
tive reduction in lifetime to population loss due to the
repeated crossing of two-level defect modes [51, 52] in
the frequency spectrum of the transmon when the mod-
ulation pulse is applied (Appendix F). The reduction in
T ∗
2 is ascribed to the decrease in T1 as well as to the de-

crease in the pure dephasing time Tϕ = 2T1T
∗
2 /(2T1−T ∗

2 )
resulting from the qubit being away from its flux-noise-
insensitive bias point during the modulation pulse.

We repeat these two characterization measurements for
different operating points of the LRU and extract the
effective coherence times T1, T

∗
2 and Tϕ when applying

the modulation pulse as a function of the modulation
amplitude, see Fig. 3(c). For all operating points, we
observe that T1 < Tϕ, which indicates that errors on the
computational subspace are mostly T1-limited.

To extract the average error of the LRU on the com-
putational subspace, we perform interleaved randomized
benchmarking (iRB) [53] in which the LRU is bench-
marked against a perfect identity operation. For the
operating point O [the coherence times of which are in-
dicated by the blue arrow in Fig. 3(c)], we obtain an
average gate error of 0.25(1)%, see Fig. 3(d). In com-
parison, the error for an idle operation of the same dura-
tion as the LRU is about 0.1%, showing that performing
the LRU causes errors on the computational subspace of
the same order of magnitude as coherence-limited single-
qubit gates. The measured error is in good agreement
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FIG. 3. Effect of the LRU on the computational subspace. (a)
Population of the transmon states |e⟩ (circles) and |g⟩ (trian-
gles) when inserting a flux-modulation pulse of duration τ
before the measurement (blue) or a waiting time of equiva-
lent duration (gray). The duration of an LRU for the chosen
experimental parameters at the operating point O is indicated
by the dashed gray line. (b) Contrast of the Ramsey fringes
with (blue) and without (gray) inserting a flux modulation
pulse of duration τ between the two π/2 X-rotations. Error
bars indicate the standard errors extracted from sinusoidal
fits to the data, see also Appendix F. (c) Effective lifetime
T1 (circles), dephasing time T ∗

2 (triangles) and pure dephas-
ing time Tϕ (squares) as a function of the modulation am-
plitude ωa. The modulation amplitude ωa = 128MHz used
for (a), (b) and (d) is indicated with a blue arrow. (d) Inter-
leaved randomized benchmarking (blue) performed as shown
in the upper quantum circuit diagram and reference random-
ized benchmarking (gray) performed as shown in the lower
quantum circuit diagram.

with a calculated coherence limit [54] of 0.24% which
takes into account the reduction in T1 and T ∗

2 during
the LRU. We choose the operating point O for all fur-
ther experiments because it provides a good compromise
between LRU duration and errors on the computational
subspace.

To demonstrate the benefits of using an LRU in QEC
experiments despite the small errors it causes on the
computational subspace, we perform repeated cycles of a
weight-two Z-type stabilizer measurement [49] with and
without LRU, see Fig. 4(a) for the full quantum circuit
diagram. The two data qubits (red dots) are initialized
in one of the four Z-basis eigenstates and the parity of
the state is mapped onto the auxiliary qubit (green dot)
as shown in Fig. 4(a). An LRU can be applied to the
auxiliary qubit, which is subsequently measured using
single-shot three-level readout [49]. The entire stabilizer

cycle of a fixed duration of 0.7µs is repeated m times.

We find that when the LRU is applied, the accumula-
tion of population in |f⟩ of the auxiliary qubit after 50
cycles, averaged over the four data-qubit input states, is
reduced by approximately a factor of ten to ∼ 3.5 · 10−3

[green dots in Fig. 4(b)], compared to ∼ 3.4 · 10−2 when
the LRU is not applied (gray dots). We observe a back-
ground residual leakage of about 2·10−3 on average, even
when we do not perform any stabilizer cycle, which is
due to a frequency collision leading to state-dependent
readout-induced leakage, see Appendix G. When consid-
ering solely the accumulation of leakage in addition to
this background value, we calculate that the LRU leads
to a 20-fold reduction in leakage accumulation. More-
over, we find that the application of the LRU to the aux-
iliary qubit also reduces leakage accumulation on data
qubits, as shown in Fig. 4(c). We attribute this effect to
a decrease in leakage transport [6, 7] which arises only
when the auxiliary qubit is in |f⟩. The differences in
leakage between the two data qubits are currently not
understood.

Furthermore, we extract the effective lifetime of a leak-
age event in the stabilizer circuit by post-selecting on
runs in which leakage is detected on the auxiliary qubit
and counting the average number of cycles in which the
auxiliary qubit is consecutively read out in |f⟩ after the
initial leakage event. We find that the LRU achieves
the goal of reducing the leakage lifetime on the auxiliary
qubit to close to a single cycle of the repeated stabi-
lizer measurements, while the lifetime is on the order of
6 cycles when no LRU is used, see Fig. 4(d). In com-
parison, the |f⟩-state lifetime of the auxiliary qubit in an
independent T1 measurement (dashed gray line) is much
longer, approximately 24.6 cycles, which provides further
evidence for leakage transport away from the auxiliary
qubit during the repeated stabilizer measurement. From
the reduction of the leakage lifetime, we infer that both
space and time-correlated errors caused by leakage are
suppressed [7].

To further investigate the impact of the LRU on the
total number of detected errors by the stabilizer, we con-
struct the error syndrome in each cycle σm = (1 − sm ·
sm−1)/2 from the current (m) and the previous (m− 1)
measured stabilizer values s, with σ = 1 indicating an
error and σ = 0 indicating no error, respectively [49, 55].
When averaging over all circuit runs and possible data-
qubit input states, we find that applying the LRU re-
duces the mean error syndrome value σ from ∼ 0.15 to
∼ 0.1 after 50 cycles [Fig. 4(e)]. These results suggest
that the LRU suppresses leakage-induced correlated er-
rors and consequently reduces the total number of er-
rors by approximately 33%. To further assess the perfor-
mance of our approach, we compare the use of the LRU to
a leakage-rejection method [dashed gray line in Fig. 4(e)]
that discards experimental runs in which a leakage event
on the auxiliary qubit is detected using three-level read-
out [49, 50]. Note that this method is not suited for
large-scale QEC experiments because the amount of ex-
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FIG. 4. Integration of the LRU in a weight-two Z-type sta-
bilizer measurement. (a) Stabilizer circuit with one auxiliary
qubit (green dot) and two data qubits (red). (b) Leakage of
the auxiliary qubit with (blue) and without (gray) LRU in
each stabilizer cycle as a function of the number of executed
cycles m. (c) Leakage of data qubits D1 (circles) and D2
(triangles) with (red) and without (gray) the LRU. (d) Leak-
age lifetime in the stabilizer circuit with (green) and with-
out (gray) the LRU, and in a separate characterization mea-
surement (gray dotted line). (e) Mean syndrome element σ
with the LRU (blue dots), with neither the LRU nor leakage-
rejection (gray dots), and with leakage rejection instead of the
LRU (dashed gray line).

perimental runs left after leakage-rejection decreases ex-
ponentially with the number of QEC cycles and qubits.
By contrast, employing the LRU results in nearly the
same performance as the leakage rejection method, with
the key benefit of scalability.

In summary, we have demonstrated a fast leakage re-
duction unit based on parametric flux modulation tak-
ing only ∼ 50 ns, which effectively removes leakage down
to our qubit readout error of 7 · 10−4. Moreover, it is
high-fidelity, causing only an error of 2.5(1) · 10−3 on the
computational subspace. Our LRU thus approaches du-
rations and fidelities comparable to those of single-qubit
gates. We successfully integrated the LRU in a weight-
two stabilizer measurement, thereby significantly improv-
ing its performance. Simulations show that the ability to
suppress leakage will become even more relevant when ex-
ecuting large-scale quantum error correction circuits [7].

In the future, the presented LRU can also be applied to
data qubits and thereby further reduce the total number
of errors.
The LRU introduced in this work offers several ad-

vantages compared to other recent developments in leak-
age suppression [7, 37]. First, our LRU is four times
faster than the one presented in Ref. 37, resulting in
a reduction of idling errors on all qubits, which often
constitute a substantial fraction of the total error bud-
get [32, 56]. Second, the modulation pulses are generated
by the same electronics which also generates pulses for
the two-qubit gates, avoiding additional cost and com-
plexity of the experimental setup. Finally, employing
parametric coupling for realizing the LRU enables its use
in a wide range of qubit-frequency configurations. Hence,
this work showcases that the flux-activated parametric
LRU is a promising approach to effectively suppress leak-
age in large-scale error correction circuits, which is an
essential requirement for the practical implementation of
fault-tolerant quantum computation.
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Appendix A: Device and Experimental Setup

The experiments discussed in this manuscript were
conducted on a subset of three qubits of a 17-qubit de-
vice similar to the one presented in Ref. 49, see Tab. I for
qubit parameters, coherence properties and error rates.
The LRU is implemented on an auxiliary qubit A, and
two neighboring data qubits D1 and D2 are used to test
the integration of the LRU in repeated weight-two sta-
bilizer measurements. The device is mounted at the
base plate of a dilution refrigerator [57] and connected
to room-temperature control-electronics as summarized
in Fig. 5.

To realize the LRU and two-qubit gates, voltage pulses
generated by an AWG at a sampling rate of 2.4 GSa/s are
applied to a dedicated flux line for each qubit [49]. The
pulses induce a magnetic flux in the SQUID-loop of the
corresponding target qubit which controls its transition
frequency. The pulses are predistorted to compensate
for the frequency response of the flux line. Note that the
flux line of the auxiliary qubit has 13 dB less attenuation
at the output of the AWG compared to the flux lines of
the data qubits, to allow for the characterization of the
LRU at large modulation amplitudes (ωa > 130MHz). A
DC current controlling the idle frequency of the qubit is
combined with the voltage pulses using a bias-tee.

To implement single-qubit gates, an AWG generates
DRAG drive pulses [19] at an intermediate frequency,
which are then up-converted (UC) to microwave frequen-
cies.

We generate readout pulses using the signal-generation
unit of an ultra-high frequency quantum analyzer (UH-
FQA). The pulses are up-converted to microwave fre-
quencies and applied to the readout input port of the
device. The transmitted signal at the output port of the
device is amplified by a wideband near-quantum-limited
traveling-wave parametric amplifier (TWPA) [58], a
high-electron-mobility transistor (HEMT) amplifier, and
low-noise amplifiers operating at room-temperature (RT-
A board) [49]. Subsequently, the amplified signal is
down-converted with an IQ-mixer in a down-conversion
(DC) board, and then both demodulated and integrated
using the FPGA-based acquisition unit of the UHFQA.

Appendix B: LRU Pulse Parameters

When the LRU is enabled, which occurs when the mod-
ulation frequency is chosen such that the high-frequency
sideband of |f0⟩ is resonant with |e1⟩, the transition be-
tween |e0⟩ and |g1⟩ is detuned by the anharmonicity |α|,
as illustrated by the energy-level diagram in Fig. 6(a).

TABLE I. Parameters, coherence properties and error rates
of the auxiliary qubit (A) and the two data qubits (D1, D2)
used in the experiment. RO stands for readout.

Parameter D1 A D2

Qubit idle frequency, ωge/2π (GHz) 5.041 6.281 4.999
Qubit anharmonicity, α/2π (MHz) -167 -154 -167
Lifetime, T1 (µs) 29 21 64
Ramsey decay time, T ∗

2 (µs) 39 34 79
Echo decay time, T e

2 (µs) 51 35 99
Readout frequency, ωRO/2π (GHz) 6.816 7.129 6.667
Qb. freq. during RO, ω′

ge/2π (GHz) 5.054 6.281 5.572
Dispersive shift, χ/2π (MHz) -3.9 -5.0 -4.0
RO Resonator linewidth, κr/2π (MHz) 6.3 16.4 8.2
Purcell filter linewidth, κp/2π (MHz) 26.5 35 27.6
Purcell filter frequency, ωp/2π (GHz) 6.855 7.111 6.689
Qubit-RO res. coupling, gqr/2π (MHz) 175 120 167
RO res.- Purcell f. coupling, J/2π (MHz) 22.0 28.8 22.2

Two-state readout error, ϵ
(2)
RO (%) 0.56 0.54 0.52

Three-state readout error, ϵ
(3)
RO (%) 1.29 1.53 1.53

Two-qubit gate error, ϵ2Q (%) 0.82 0.73
A-D1 gate leakage rate, λD1,A (%) 0.01 0.03 n/a
A-D2 gate leakage rate, λA,D2 (%) n/a 0.03 0.00

To suppress the off-resonant drive of this undesired tran-
sition which affects the computational subspace, we fil-
ter the flux pulse by convolving the square-shaped mod-
ulation pulse with a Gaussian kernel (characterized by
its width σ). This filtering process reduces the band-
width of the sidebands, see Fig. 6(b) for a compari-
son between the spectrum of the first-order sideband of
|f0⟩ for σ = 5ns (solid blue line) and without filtering,
i.e. σ = 0ns (dashed blue line). Consequently, the unde-
sired overlap between the |e0⟩ sideband and |g1⟩ [green
shaded area in Fig. 6(b)], is suppressed by several orders
of magnitude compared to when no filtering is applied.
The resulting voltage pulse applied to the input of the

flux line is given by

v(t) =
Va

2
cos(ωmt)

[
erf

(
t− τB√

2σ

)
− erf

(
t− τB − τ√

2σ

)]
(B1)

where Va is the voltage amplitude of the pulse, τB is the
duration of the start and end buffer, erf(·) is the Gaussian
error function, τ is the duration of the square-shaped
modulation pulse and t ∈ [0, τ + 2 · τB] is the time.
The pulse duration required to reach the first minimum

in |f⟩ population [see Fig. 2(c) in the main text for an
example], denoted as τLRU, increases with σ due to the
impact of σ on the shape of the rising and falling edges
of the pulse. Indeed, a larger σ reduces the effective du-
ration at which the modulation amplitude is maximal.
Furthermore, to avoid significant clipping of the wave-
form, the rising- and falling-edge buffers are adapted such
that τB = 2σ, which also results in a longer total LRU
duration for larger σ.
To investigate the tradeoff between LRU duration and

Gaussian filter kernel width, we use interleaved random-
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ized benchmarking (as described in the main text) and
compare LRUs for different values of σ at the LRU oper-
ating point O. We find that the LRU error is high for very
small σ because the bandwidth of the qubit frequency
modulation starts to overlap with the |e0⟩ to |g1⟩ transi-
tion, see Fig. 7. For σ ≳ 4 ns, the error saturates around
3.5 ·10−3, which we mostly attribute to decoherence dur-
ing the LRU and interactions with two-level defects (Ap-
pendix F). We choose σ = 5ns and τB = 2σ = 10ns
to ensure negligible driving of undesired transitions, but
maintaining a fast LRU. Note that the LRU benchmarked
in this measurement showed slightly worse performance
than the one presented in the main text.

Appendix C: Determination of the modulation
amplitude

To accurately determine the modulation amplitude ωa

at the operating point O, we measure the |e⟩ population

|Δ| |Δ+α|

900 1000 1100 1200 1300

Fourier frequency, ξ/2π (MHz)

10
−2

10
0

10
2

D
FT

{ω
ef

(t
)}

|g0⟩

|f 0⟩

|e0⟩
|g1⟩

|e1⟩

ωge
ωr

|α|

ωge

|Δ+α|

|Δ|

(a) (b)

FIG. 6. Effect of Gaussian filtering on the frequency spec-
trum of the qubit transition-frequency sidebands when ap-
plying the modulation pulse. (a) Energy-level diagram of the
transmon-resonator system. The red dashed lines indicate the
high-frequency first-order sidebands, detuned by |∆+α| from
|e0⟩ and |f0⟩. The green dashed line indicates the frequency
which drives the undesired transition from |e0⟩ to |g1⟩, de-
tuned by |∆| ≈ 979MHz from |e0⟩. (b) Frequency spectrum
of the first order sideband of |f0⟩ with (solid blue line) and
without (dashed blue line) filtering the modulation pulse us-
ing a Gaussian kernel of width σ = 5ns at the operation point
O described in the main text. The red shaded (green shaded)
area indicates the overlap between the first order sideband
and the linewidth ∼ κr/2π of |e1⟩ (|g1⟩) at the operating
point O. The spectrum is obtained by applying a discrete
Fourier transform (DFT) to the calculated ef-transition fre-
quency of the qubit when applying the flux modulation pulse,
ωef(t), and taking the modulus thereof.

of the auxiliary qubit A after applying a π-pulse during a
1-µs-long modulated flux pulse with ωm/2π = 564MHz.
Because the qubit is excited only when the drive tone
is resonant with the qubit frequency, sweeping the fre-
quency of the π-pulse, ωd, as well as its relative timing
to the flux pulse, τd, allows to determine the qubit fre-
quency during the flux pulse [59]. Note that the time-
resolution of this method is limited by the duration of
the drive pulse which has a Gaussian envelope with a
width of σ = 10ns. Consequently, the fast oscillation
of the qubit frequency resulting from the flux modula-
tion [1/(2 · 564MHz) ≈ 0.9 ns at the operating point
O] cannot be resolved. Rather, this approach provides
a good estimate of the average qubit frequency over the
time window of the duration of the drive pulse. We ex-
tract the modulation amplitude by comparing the fre-
quency which excites the qubit well before the flux pulse
(τd ≪ 0 ns) i.e. the idle frequency, and the frequency
which excites the qubit after the rising edge of the flux
pulse (τd > 30 ns), and find a mean qubit frequency
during modulation ωge/2π ≈ 6.153GHz which yields
ωa/2π ≈ 128MHz for the operating point O, see Fig. 8.

Because of the frequency-dependent attenuation of the
flux line, performing explicit measurements of the mod-
ulation amplitude ωa, as described above, for a two-
dimensional sweep of the flux pulse modulation frequency
ωm and amplitude ϕa would be a tedious endeavor. To
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FIG. 7. Mean error of the LRU benchmarked against the
identity gate with interleaved randomized benchmarking for
different Gaussian filter kernel widths σ at the operating point
O. The green dot corresponds to the chosen σ for the exper-
iments in the main text. The inset shows the voltage pulse
used for the stabilizer measurements presented in the main
text, i.e. with a pulse duration of τLRU = 34.5 ns, σ = 5ns,
and rising- and falling edge buffers of τB = 2σ = 10ns. Error
bars correspond to the standard deviation of errors deter-
mined in 3 consecutive runs.

gain a qualitative understanding of the modulation am-
plitude dependence on the modulation frequency, as pre-
sented in Fig. 2(b), we therefore use a simpler yet less
accurate approach. Specifically, we calculate the modu-
lation amplitude based on the expected flux amplitude at
the SQUID loop, taking into account the frequency re-
sponse of the flux line and the non-linear qubit-frequency
dependence on flux [black line in Fig. 1(c)]. Using this
method, we obtain an estimate of the modulation am-
plitude of ωa/2π ≈ 112MHz for the operating point O,
i.e. within ∼ 15% of the value extracted using the pre-
cise characterization measurement described above. Sub-
sequently, we adjust all modulation amplitude estimates
in the landscape of Fig. 2(b) by rescaling them linearly
based on the calibration point derived from the precise
measurement of the modulation amplitude at the oper-
ating point O.

Appendix D: Other Parametric Resonances

We observe four main resonances which deplete the |f⟩
population of the transmon qubit for the modulation fre-
quencies and modulation amplitudes swept in Fig. 2(a)
of the main text, also reproduced in Fig. 9(a) for com-
parison to the master-equation simulations presented in
Fig. 9(b). The two right-most resonances correspond
to parametric transitions from |f00⟩ to |e10⟩ and |e01⟩,
where the first state label describes the transmon state
and the second and third denote the Fock state occupa-
tion numbers of the lower- and higher-frequency mode of
the hybridized Purcell filter/readout resonator system,
respectively. The mode hybridization arises in the pa-
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FIG. 8. Excited state population as a function of the time
delay between the center of the π-pulse and the rising edge of
the flux pulse, τd, and the detuning between the frequency of
the π-pulse ωd and the idle frequency ωge of the qubit. The
arrow indicates the extracted modulation amplitude ωa.

rameter regime of our readout architecture [44], in which
J ≳ κp and |∆R,P| ≪ J . Here, J represents the cou-
pling strength between the readout resonator and the
Purcell filter, κp denotes the linewidth of the Purcell fil-
ter, and |∆R,P| is the detuning between the Purcell filter
and the bare readout resonator frequency. The two reso-
nances in Fig. 9(a) are separated in flux modulation fre-
quency by about 26MHz, or 52MHz in qubit frequency
due to the qubit being modulated at its upper flux-noise-
insensitive bias point, which is in good agreement with
the expected splitting of the hybridized modes of about
2J/2π = 57.5MHz and master-equation simulations of
the full system, see Fig. 9(b). While either of the two
modes can be used to realize the LRU, we choose the
mode with the highest frequency [right-most slanted line
in Fig. 9(a)] as it is further detuned from the closest para-
metric transition affecting the computational subspace,
i.e. the transition from |e00⟩ to |g01⟩.
We observe two additional resonances at lower modula-

tion frequencies in Fig. 9(a), which we attribute to tran-
sitions from |f00⟩ to |g20⟩, and from |f00⟩ to |g11⟩ driven
via their second harmonic. Indeed, master-equation sim-
ulations confirm that |g20⟩ and |g11⟩ are residually pop-
ulated after the 100-ns-long LRU for similar combina-
tions of (ωm, ωa), as indicated by the green and blue
slanted lines in Fig. 9(c), respectively. The transition
from |f00⟩ to |g02⟩ [the population of which is shown in
purple shades in Fig. 9(c)] is only barely visible in the
experimental data as it is close to the frequency of the
transition from |f00⟩ to |e10⟩. While these transitions
could in principle also be used to realize the LRU, they
would result in a considerably longer LRU duration for
a fixed modulation amplitude, because the parametric
coupling achieved using the second harmonic is weaker
than the one obtained using the first harmonic [46]. In
addition, the modulation frequencies enabling these tran-



9

480 500 520 540 560 580 600
0

75

150

(a)

480 500 520 540 560 580 600
0

75

150

M
od

. a
m

pl
itu

de
, ω

a/2
π 

(M
H

z)

(b)

480 500 520 540 560 580
Modulation frequency, ωm/2π (MHz)

0

75

150

(c)

0.00

0.15

P |
g2

0⟩
 (‰

)
0.0

0.5

P |
g1

1⟩
 (‰

)

0.0

0.6

P |
g0

2⟩
 (‰

)

0.0

0.2

0.4

0.6

0.8

1.0

|f⟩
 P

op
ul

at
io

n,
 P

f
FIG. 9. Measured (a) and simulated (b) |f⟩ population after
a 100-ns-long LRU as a function of the modulation frequency
and the modulation amplitude. (c) Simulated population of
states |g20⟩ (green), |g11⟩ (blue), and |g02⟩ (purple) after a
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sitions are closer to the modulation frequency enabling
the undesired transitions from |e00⟩ to |g01⟩ or |g10⟩.

Appendix E: Master Equation Simulations

In this Appendix, we provide a concise description of
the numerical master-equation simulations employed to
support the analysis of the experiment. The system
consists of a transmon with charge and phase opera-
tors n̂t and φ̂t respectively. It has a charging energy
EC/2π = 159MHz and a flux-tunable Josephson energy
EJ(ϕ(t)) where ϕ(t) is the external flux. The transmon
is coupled to the readout resonator whose annihilation
operator is â with a bare frequency ωr,b. The readout
resonator itself is coupled to a Purcell filter with fre-

quency ωp and mode annihilation operator f̂ . The time-
dependent Hamiltonian thus takes the form

Ĥ(t)/ℏ = 4EC n̂
2
t − EJ(ϕ(t)) cos φ̂t + igqr,c(â− â†)n̂t

+ ωr,bâ
†â+ ωpf̂

†f̂ − J(â− â†)(f̂ − f̂†). (E1)

Here, gqr,c is the coupling between the transmon’s charge
operator and the readout resonator, and J is the coupling
between Purcell filter and readout resonator respectively.
Note that although one could safely make the rotating-
wave approximation to the Hamiltonian Eq. (E1) elimi-

nating terms like −J(âf̂ + h.c.), we include them in the
numerical simulations. Furthermore, we keep six trans-
mon eigenstates and 6 photons in both the resonator and
filter modes.

To model dissipation, we assume that there is only
dissipation on the (bare) Purcell filter mode. The master
equation to be simulated is then

∂tρ̂ = − i

ℏ
[Ĥ(t), ρ̂] + κpD[f̂ ]ρ̂ (E2)

where κp is the bare dissipation rate. Note that here
we have written the master equation in the bare basis:
the decay rate κr in the main text thus corresponds to
the Purcell decay rate which stems from the strong hy-
bridization of the bare resonator and filter modes.
Since the couplings gqr,c and J dress the transmon,

resonator and filter, it is crucial in the simulations that
we make the distinction between the bare and dressed
modes. The time-dependent-flux further complicates this
picture. Therefore, we split the transmon Hamiltonian
into two parts, namely the time-independent and time-
dependent part of the Hamiltonian [38]

4EC n̂
2
t − EJ(ϕ(t)) cos φ̂t ≡ Ĥt + δEJ(t) cos φ̂t (E3)

where Ĥt = 4Ecn̂
2
t − Emax

J cos φ̂t is the standard trans-
mon Hamiltonian and

δEJ(t) ≡ Emax
J

(
1− | cosϕ(t)|

√
1 + d2 tan2 ϕ(t)

)
(E4)

with Emax
J /2π = 33.094GHz the Josephson energy at the

upper first-order insensitive flux bias point and d = 0.776
the junction asymmetry [60]. Note that this picture is
slightly different than that presented in the main text,
where for instance g in Eq. (2) is implicitly defined in the
rotating frame of the instantaneous Hamiltonian. How-
ever, both frames coincide during initialization and mea-
surements where the time-dependent external fluxes are
set to zero, and thus the dressed eigenstates in both pic-
tures are the same.
With this separation, we can now define the dressed

modes, which constitute the eigenstates of the Hamilto-
nian Eq. (E1) in the absence of flux drive (i.e ϕ(t) = 0).
We let |it, jr, kf⟩ denote the product state in the bare
basis where it labels the i-th eigenstate of the transmon
and jr, kf index the Fock states of resonator and Purcell
filter respectively. We then denote the dressed basis by
their tilded counterparts |̃it, j̃r, k̃f⟩. Note that due the
dispersive regime considered here, we can safely identify
which eigenstates are mostly transmon-like. Since pop-
ulation measurements do not discriminate between how
many photons are in the readout resonator or Purcell
filter modes, we must trace over all such states. Thus,
for instance, when we plot the population in the ground
state numerically we are computing

Pg(t) ≡ Tr

∑
j̃r,k̃f

|g̃, j̃r, k̃f⟩⟨g̃, j̃r, k̃f |

 ρ̂(t)

 (E5)

where the sum over j̃r and k̃f performs a trace over the
bosonic modes.
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With the Hamiltonian Eq. (E1), master equation
Eq. (E2) and state-identification procedure presented
above, one can reproduce the plots in Fig. 2 assuming
one is given the functional form of the external flux ϕ(t).
The flux will be proportional to the applied voltage v(t)
[Eq. (B1)],

ϕ(t) =
D

Va
v(t), (E6)

where D takes into account the constant of proportional-
ity between the applied voltage and corresponding flux.
To get the value of D, we diagonalize the time depen-
dent Hamiltonian Ĥ(t) Eq. (E1) to obtain the instan-
taneous (dressed) qubit frequency ωge(t) by analogy to
Fig. 8. The numerical value of D ≈ 2 × 0.34 ϕ0/π is
chosen to reproduce the experimental modulation depth
ωa/2π ≈ 128 MHz at the operating point O, that is
ωmax
ge − ω̄ge ≈ ωa, where ωmax

ge and ω̄ge are the maxi-
mum qubit transition frequency and the average value
of the instantaneous qubit frequency ωge(t), respectively.
The Hamiltonian parameters of Eq. (E1) are obtained
from a simultaneous fit of the qubit transition frequency
as a function of flux, the readout resonator-Purcell fil-
ter spectroscopy as a function of flux, and the residual
|f⟩ population of the transmon at the first minimum and
first maximum of the time evolution of the system [see
Fig. 2(b)]. Using this procedure results in parameters
which yield a time evolution well-describing the experi-
mental data presented in Fig. 2(b). The calculated pa-
rameters are in reasonable agreement with independent
spectroscopic measurements.

Appendix F: Effect of the LRU on the
Computational Subspace

During the modulated flux pulse, the qubit frequency
rapidly oscillates between the idle frequency ωge and
ωge − 2ωa, which increases the possibility of interacting
with weakly coupled two-level defects in this frequency
interval. We characterize the defect mode spectrum using
an independent measurement in which we tune the qubit
frequency to ωint for 1 µs after a π-pulse, as described
in Ref. [49], and show the resulting population loss in
Fig. 10(a). We find that the calculated instantaneous
qubit frequency during the LRU at the operating point
O [Fig. 10(b)] repeatedly crosses several weakly coupled
defects during the operation of the LRU, and hypothesize
that the reduction in lifetime of the |e⟩ state described in
the main text primarily arises from the interaction with
these defects.

The modulation of the qubit transition frequency also
induces a coherent phase rotation of the qubit, which we
counteract by applying a virtual Z-gate of equal magni-
tude and opposite sign. Note that applying this phase
correction is not required when the LRU is applied to
auxiliary qubits in stabilizer measurements, because the
auxiliary qubits are in eigenstates of the Z-basis when
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FIG. 10. Weakly coupled defects crossed by the qubit
transition-frequency during the LRU. (a) Population loss of
the qubit initially prepared in |e⟩ and then pulsed to a fixed
frequency for 1 µs. (b) Instantaneous qubit frequency during
the LRU at the operating point O and with a pulse dura-
tion of τLRU = 34.5 ns filtered by a Gaussian kernel of width
σ = 5ns and truncated at 2σ = 10ns on each side, adding up
to a total duration of 54.5 ns (as used in the experiments in
the main text).

the LRU is applied. Conversely, the phase correction is
necessary when the LRU is applied to data qubits or used
in a randomized benchmarking sequence.
In addition to characterizing the impact of the flux

modulation pulse on the computational subspace of the
targeted qubit, it is crucial to evaluate its impact on the
computational subspace of other qubits. Flux crosstalk
may induce frequency deviations of neighboring qubits,
leading to coherent phase rotation and/or dephasing. To
investigate this effect, we repeat the phase-sensitive mea-
surement described in the main text, but measure the
phase of neighboring qubits instead of qubit A whose
flux is modulated. For each qubit i ̸= A, we compare the
phase with and without applying the flux pulse on qubit
A to extract the coherent phase rotation ∆φ induced by
the pulse and the loss of contrast of the Ramsey fringes
∆c, see Fig. 11. We apply a flux modulation pulse at
the operating point O described in the main text with a
duration of 1µs (i.e. approximately 30 times longer than
the duration of the LRU at the operating point O) to
amplify the resulting errors.
Our results indicate that for a 1-µs-long modulated

flux pulse at the operating point O, all measured qubits,
except qubit D2, experience a coherent phase rotation
of |∆φ|/π ≤ 0.05, see Fig. 11(a). This corresponds to
|∆φ|/π ≤ 0.0016, i.e. |∆φ| ≤ 0.3 ◦, for the duration of
a single LRU operation. We also find that the contrast
loss is close or equal to zero within error bars [Fig. 11(b)]
for all measured qubits, indicating that the dephasing of
neighboring qubits caused by flux crosstalk is negligible.
These findings suggest that the impact of flux crosstalk
is generally small.
We attribute the larger phase rotation on qubit D2,

∆φ ≈ 3.6◦ for the duration of an LRU operation, to the
larger flux crosstalk between qubit A and qubit D2. In-

deed, the cross-flux ratio [49] log10
|dΦj/dVA|
dΦA/dVA

≈ −2 for

j = D2, but is on the order of -3 or smaller for all other
qubits. Here, dΦj/dVA is the sensitivity of the flux gen-
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FIG. 11. Effect of a 1-µs-long modulated flux pulse applied to
qubit A on the other 13 functional qubits of the device. (a)
Coherent phase rotation angle ∆φ caused by the modulated
pulse. We extract the phase rotation by comparing two Ram-
sey measurements in which we sweep the phase of the second
π-half pulse to measure the phase of the qubit without (gray
circles in inset) and with (green dots in inset) applying the
modulated pulse. The inset depicts the measured (dots) and
fitted (lines) phase of qubit D2. (b) Loss of contrast ∆c of the
Ramsey fringes when applying the modulated pulse, where
the contrast c corresponds to the peak-to-peak amplitude of
the cosine as depicted in the inset of (a). Error bars (black
lines) indicate the standard errors extracted from sinusoidal
fits to the data.

erated at the SQUID loop of qubit j when varying the
voltage applied to the flux line of qubit A, see Ref. [49]
for details. When integrating the LRU in surface code
experiments, we intend to correct crosstalk-induced co-
herent phase rotations by utilizing virtual-Z rotations of
equal magnitude and opposite sign. However, we did not
employ this approach in the repeated stabilizer measure-
ment presented in the main text since qubit D2 remains
in the eigenstate of the Z-basis throughout the execution
of the quantum circuit.

Appendix G: State-dependent Readout-induced
Leakage

The residual leakage in the stabilizer measurement is
higher than the |f⟩ level population of 6(1) ·10−4 achiev-
able with the LRU in an isolated setting, see Fig. 2(c).
We believe the dominant factor limiting the residual pop-
ulation is a readout-induced two-qubit transition from
|ge⟩ to |fg⟩, where the first and second state labels de-
note the state of the auxiliary and data qubit, respec-
tively. This transition has been used in prior work [61] to
perform two-qubit gates by applying a tone correspond-
ing to the frequency detuning between these two states to
the drive line of one of the qubits. However, because the
readout resonator is strongly coupled to the qubit, this
transition can also be activated by a drive tone applied
to the readout line. In our configuration, the readout

frequency of qubit A coincides with the ac-Stark shifted
transition frequency from |ge⟩ to |fg⟩ during the read-
out. Specifically, the readout frequency of qubit A is
7.129GHz and the transition frequency during the read-
out varies between 6.846GHz and 7.535GHz for qubit A
& D1 and 6.778GHz and 7.577GHz for qubit A & D2
due to the ac-Stark shift. An energy-level diagram of the
two-qubit system illustrates the drive of the transition
through virtual states [see Fig. 12(a)].

To observe the transition from |ge⟩ to |fg⟩ in an in-
dependent measurement, we prepare the system in |ge⟩,
apply the readout tones to both qubits and infer the |fg⟩
population after the readout. We reduce the readout am-
plitude and hence the ac-Stark shift of the auxiliary qubit
compared to the other experiments presented in this work
so that the ac-Stark shifted transition frequency is above
the readout tone of the auxiliary qubit ωfgge > ωro. To
maintain high single-shot readout fidelity on the auxil-
iary qubit, we increase the duration of the readout tone
from 250 ns to 600 ns. We sweep the transition-frequency
of the data qubit during the readout using a flat-top flux
pulse, thus sweeping ωfgge through the readout frequency
of the auxiliary qubit. We observe an increased transi-
tion probability as ωfgge becomes resonant with the fixed-
frequency readout-tone of the auxiliary qubit [Fig. 12(b)],
indicating a drive of the two-qubit transition through the
readout-tone and confirming state-dependent leakage in-
duced by the readout tone of the auxiliary qubit.

In the stabilizer measurement, the described transi-
tion induces leakage of the auxiliary qubit if the auxiliary
and data qubit are in the |ge⟩ state before readout. The
worst-case scenario occurs when both data qubits are in
|e⟩ and the auxiliary qubit is in |g⟩ at the end of the
stabilizer cycle because both readout-induced transitions
are driven. This results in a residual leakage population
of about 0.37(2)% for the auxiliary qubit after a single
stabilizer cycle. Conversely, when both data qubits are
in the ground state at the end of the cycle, neither of the
readout-induced leakage transitions occur. In this case,
we measure a leakage population of only about 0.04(5)%
for the auxiliary qubit, which is consistent with the value
of of 0.06(1)% shown in Fig. 2(c).
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FIG. 12. State-dependent readout-induced leakage. (a)
Energy-level diagram of qubit A with qubit D1 in |g⟩ (left)
and |e⟩ (right). Virtual states are shown by dashed lines. The
curved arrow indicates the driving of transitions enabled by
the readout tone. (b) Measured |fg⟩ population when prepar-
ing qubits A and D1 in |ge⟩ and sweeping the data qubit fre-
quency. The x-axis corresponds to the calculated detuning
of |fg⟩ and |ge⟩ during the readout. The vertical blue line
indicates the readout frequency of the auxiliary qubit.

We note that the observed state-dependent readout in-
duced leakage is specific to the frequency configuration of
data qubits, auxiliary qubits and readout resonators on
our device. Hence, this source of leakage can be avoided
in future experiments by adjusting the design frequencies.
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