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Bias-preserving gates with stabilized cat qubits
Shruti Puri1,2*, Lucas St-Jean3, Jonathan A. Gross3, Alexander Grimm2,4, Nicholas E. Frattini2,4, 
Pavithran S. Iyer5, Anirudh Krishna3, Steven Touzard2,4, Liang Jiang2,4,6, Alexandre Blais3,7,  
Steven T. Flammia2,8, S. M. Girvin1,2

The code capacity threshold for error correction using biased-noise qubits is known to be higher than with qubits 
without such structured noise. However, realistic circuit-level noise severely restricts these improvements. This is 
because gate operations, such as a controlled-NOT (CX) gate, which do not commute with the dominant error, 
unbias the noise channel. Here, we overcome the challenge of implementing a bias-preserving CX gate using 
biased-noise stabilized cat qubits in driven nonlinear oscillators. This continuous-variable gate relies on nontrivial 
phase space topology of the cat states. Furthermore, by following a scheme for concatenated error correction, we 
show that the availability of bias-preserving CX gates with moderately sized cats improves a rigorous lower bound 
on the fault-tolerant threshold by a factor of two and decreases the overhead in logical Clifford operations 
by a factor of five. Our results open a path toward high-threshold, low-overhead, fault-tolerant codes tailored to 
biased-noise cat qubits.

INTRODUCTION
With fault-tolerant quantum error correction (QEC), it is possible 
to perform arbitrarily long quantum computations provided that 
the error rate per physical gate or time step is below some constant 
threshold value and the correlations in the noise remain weak (1). 
Codes, such as the surface code, which involve only local operations, 
are attractive for practical realization. However, these codes come at 
the cost of demanding threshold requirements and prohibitively 
large overheads (2, 3). Current efforts in QEC are largely devoted to 
recovery from generic noise, which lacks any special structure. For 
example, in the widely studied depolarizing noise model, errors are 
represented with the stochastic action of the Pauli operators ​​   X ​​, ​​   Y ​​, 
and ​​   Z ​​, and the probability of these errors is assumed to be (roughly) 
equal. However, several types of physical qubits have a biased noise 
channel, that is, one type of error dominates over all the others. 
Some examples of such biased-noise qubits are superconducting 
fluxonium qubits (4), quantum-dot spin qubits (5, 6), nuclear spins 
in diamond (7), and many others. It is therefore natural to consider 
whether the threshold and overhead requirements for fault-tolerant 
QEC can be improved by exploiting the structure of the noise.

Some efforts have been made toward designing QEC codes for 
biased-noise qubits (8–13). In particular, recent studies have shown 
ultrahigh code capacity thresholds for surface codes tailored to 
biased noise (12, 13). The code capacity is calculated by assuming 
noisy data qubits and noiseless syndrome-extraction circuits. How-
ever, errors during gate operations or circuit-level noise must be 
taken into account to estimate the fault-tolerant threshold. In the 
case of qubits with biased noise, operations that do not commute 
with the dominant error can unbias or depolarize the noise channel, 

reducing or eliminating any advantages conferred by the original 
biased noise.

To illustrate this point, consider first a system that preserves the 
noise bias. Suppose that we have a gate

	​ ZZ( ) = exp (i ​​   Z ​​ 1​​ ​​   Z ​​ 2​​ / 2)​	 (1)

between two qubits suffering only from phase-flip errors with a tunable 
phase angle . When  = /2, we recover the usual controlled-phase gate, 
CZ, up to local Pauli rotations and an overall phase. The ZZ() gate 
can be implemented with an interaction of the form ​​​   H ​​ ZZ​​  =  − V ​​   Z ​​ 1​​ ​​   Z ​​ 2​​​ 
with the evolution unitary ​​   U ​(t ) = exp (iVt ​​   Z ​​ 1​​ ​​   Z ​​ 2​​)​. A ZZ() gate is 
realized at time T = /2V. Suppose that a phase-flip error occurs in 
either of the two qubits at time 0 ≤  ≤ T, in which case the evolu-
tion is modified into ​​​   U ​​ e​​(T ) = ​   U ​(T −  ) ​​   Z ​​ 1/2​​​   U ​( ) = ​​   Z ​​ 1/2​​​   U ​(T)​. That is, 
an erroneous gate operation ​​​   U ​​ e​​(T)​ is equivalent to an error-free 
gate followed by a phase flip, and therefore, the ZZ() gate preserves 
the error bias.

Now, consider a controlled-NOT (CX) gate between the two 
qubits, implemented with an interaction of the form

	​​ ​​   H ​​ CX​​  =  V​[​​​(​​ ​ ​​   I ​​ 1​​ + ​​   Z ​​ 1​​ ─ 2 ​​ )​​ ⊗ ​​   I ​​ 2​​ + ​(​​ ​ ​​   I ​​ 1​​ − ​​   Z ​​ 1​​ ─ 2 ​​ )​​ ⊗ ​​   X ​​ 2​​​]​​​​	

with the evolution unitary ​​ ̂  U ​(t ) = exp (− i ​​   H ​​ CX​​ t)​. Here, the qubits 
labeled 1 and 2 are the control and target, respectively. A CX gate is 
realized at time T when VT = /2 and

	​​ ​   U ​(T ) = ​[​​​(​​ ​ ​​   I ​​ 1​​ + ​​   Z ​​ 1​​ ─ 2 ​​ )​​ ⊗ ​​   I ​​ 2​​ + ​(​​ ​ ​​   I ​​ 1​​ − ​​   Z ​​ 1​​ ─ 2 ​​ )​​ ⊗ ​​   X ​​ 2​​​]​​​​	

where we have ignored an overall phase. In this case, a phase-flip 
error in the target qubit at time 0 ≤  ≤ T modifies the evolution to

	​​  
​​   U ​​ e​​(T ) = ​   U ​(T −  ) ​​   I ​​ 1​​ ⊗ ​​   Z ​​ 2​​​   U ​()

​   
= ​​   I ​​ 1​​ ⊗ ​​   Z ​​ 2​​ ​e​​ iV(T−)(​​   I ​​ 1​​−​​   Z ​​ 1​​)⊗​​   X ​​ 2​​​​   U ​(T)

​​	 (2)

Consequently, a phase-flip error is introduced in the control 
qubit depending on when the phase error on the target occurred. 
However, the phase flip of the target qubit during the gate propagates 
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as a combination of phase flip and bit flip in the same qubit (for  ≠ 
0, T). Application of the CX gate therefore reduces the bias of the 
noise channel by introducing bit flips in the target qubit. In the same 
way, coherent errors in the gate operation arising from any un-
certainty in V and T will also give rise to bit-flip errors in the target 
qubit. As a result, a native bias-preserving CX gate seems to be 
unphysical (8, 14). This is a serious drawback because the CX is a 
standard gate required to extract error syndromes in many error-
correcting codes, including codes tailored to biased noise (12, 13). 
In the absence of a bias-preserving CX, alternate circuits are required 
for syndrome extraction. This was achieved in (8), for example, 
using teleportation schemes that require several CZ gates, measure-
ments, and state preparations. The added complexity, however, 
limits the potential gains in fault-tolerant thresholds for error cor-
rection with biased-noise qubits.

Here, we show that a radical solution to the problem of im-
plementing a bias-preserving CX exists with two-component cat 
qubits realized in a parametrically driven nonlinear oscillator 
(15). We choose to work in a basis in which the cat states ​​​∣​​ ​C​​ ±​ 〉  = ​
N​ ±​​(∣ 〉 ± ∣ − 〉)​​ define the X axis of the qubit Bloch sphere shown 
in Fig.  1A (that is, ​​∣ ± 〉  ≡ ​ ∣​​ ​C​​ ±​ 〉​​). Here ∣±〉 are coherent states, 
which have the same amplitude but differ in phase by , and ​​

N​ ±​​  =  1 / ​√ 
_____________

  2​(​​1 ± ​e​​ −2​∣α∣​​ 2​​​)​​ ​​ are the normalization constants. Note 

that the cat states are orthogonal, ​​〈 ​C​​ 
−​​|​​ ​C​​ +​ 〉  =  0​​. For simplicity, we 

assume that the qubit is defined with real and positive . The Z axis 
of the Bloch sphere, or the computational basis, is defined as,

	​ ∣ 0〉  = ​  
​∣​​ ​C​​ +​ 〉 + ​∣​​ ​C​​ −​ 〉

 ─ 
​√ 
_

 2 ​
  ​, ∣ 1〉  = ​  

​∣​​ ​C​​ +​ 〉 − ​∣​​ ​C​​ −​ 〉
 ─ 

​√ 
_

 2 ​
  ​​	 (3)

Note that, in the limit of large , the states ​​(​∣​​ ​C​​ +​ 〉 ± ​∣​​ ​C​​ −​ 〉 ) / ​√ 
_

 2 ​​​ are 
exponentially close to the coherent states ∣ ±⟩.

The cat states, or equivalently their superpositions, ∣0⟩ and ∣1⟩, 
are the degenerate eigenstates of a parametrically driven Kerr non-
linear oscillator (15). Compared to schemes based on harmonic 
oscillators (16–18), the advantage of the realization considered here 
is that the intrinsic Kerr nonlinearity, required to realize the cat 
qubit, also provides the ability to perform fast gates (19) [note that 
the Bloch sphere used in (19) is rotated from the one used here by 
90o so that the Z and X axes are interchanged]. In addition, it has 
been theoretically shown that although phase flips increase linearly 
with the size of the cat 2, bit flips are exponentially suppressed 
(15, 20). As a result, this cat qubit exhibits a strongly biased noise 
channel. With these cats we show that it is possible to perform a 
native CX gate while preserving error bias. This gate is based on the 
topological phase that arises from the rotation of the cats in phase 
space generated by continuously changing the phase of the para-
metric drive. Because of the topological construction, the proposed 
CX gate preserves the error bias. Moreover, the noise channel of the 
gate also remains biased in the presence of coherent control errors. 
The ability to realize a bias-preserving CX gate differentiates the cat 
qubit from strictly two-level systems with biased noise and demonstrates 
the advantage of continuous-variable systems for fault-tolerant 
quantum computing.

This paper is organized as follows: We first describe the prepara-
tion of the driven cat qubit and present its error channel. We also 
discuss the implementation of trivially biased Z() and ZZ() gates. 
The ZZ() gate can be used to reduce the overhead for magic-state 
distillation (10). We then show how the bias-preserving CX gate is 
implemented and provide the -matrix representation of the noisy 
gate. Lastly, to demonstrate the advantage of having physical bias-
preserving CX gates, we analyze the scheme for concatenated error 
correction tailored to biased noise in (8). The scheme first uses a 
repetition code to correct for the dominant phase-flip errors. The 
overall noise strength after the first encoding is reduced compared 

A B

Fig. 1. Cat qubit in parametrically driven Kerr nonlinear oscillator. (A) Bloch sphere of the cat qubit. The figure also shows cartoons of the Wigner functions corre-
sponding to the eigenstates of ​​ ̂  X ​, ​ ̂ Y ​​, and ​​ ̂  Z ​​ Pauli operators. (B) Eigenspectrum of the two-photon, driven, nonlinear oscillator in the rotating frame. The Hamiltonian in the 
rotating wave approximation is given in Eq. 5. The cat states ​​​∣​​ ​C​​e​​ i​​ 

±  ​ 〉​​ with ​ = ​√ 
_

 P / K ​​ are exactly degenerate. The eigenspectrum can be divided into an even- and odd-parity 
manifold. The cat subspace, highlighted in green, is separated from the first excited state by an energy gap ∣∆gap∣ ∼ 4K2. In the rotating frame, the excited states ap-
pear at a lower energy. This is because the Kerr nonlinearity is negative and implies that transitions out of the cat manifold occur at a lower frequency compared to 
transitions within the cat subspace. The energy difference between the first n ∼ 2/4 pairs of excited states (highlighted in orange) ​​​∣​​ ​​e,n​ ± ​ 〉​​ decreases exponentially with 
P or equivalently with 2. These excited state pairs are consequently referred to as quasi-degenerate states. In the limit of large , the first n excited states are approxi-
mately given by ​​∣  ​ψ​e,n​ ± ​ 〉  =  ​(​​D​(​​α​)​​ ± D​(​​ − α​)​​​)​​ ∣  n〉​​ when n is even and ​​​∣​​ ​ψ​e,n​ ± ​ 〉  =  (D(α ) ∓ D(− α ) ) ∣  n〉​​ when n is odd (20). Here, ​D(±  ) = exp (±  ​​ ̂ a ​​​ †​ ∓ ​ ̂ a ​)​ is the displacement operator, 
and ∣n〉 is the n-photon Fock state.
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to the unencoded qubits, and the effective noise strength is more sym-
metric. The repetition code is then concatenated with a Calderbank, 
Shor, and Steane (CSS) code. We find that the availability of a bias-
preserving CX considerably simplifies the gadgets needed to implement 
fault-tolerant logical gates. Consequently, we are able to achieve 
an increase in the threshold by a factor of ≳2 and a reduction in 
the overhead by a factor of ≳5 for the repetition code gadgets.

RESULTS
Two-photon driven nonlinear oscillator
The Hamiltonian of a two-photon driven Kerr nonlinear oscillator 
in a frame rotating at the oscillator frequency r is given by

	  ​​​   H ​​ 0​​( ) = − K ​​   a ​​​ †2​ ​​   a ​​​ 2​ + P(​​   a ​​​ †2​ ​e​​ 2i​ + ​​   a ​​​ 2​ ​e​​ −2i​)​	 (4)

	  ​= − K(​​   a ​​​ †2​ − ​​​ 2​ ​e​​ −2i​ ) (​​   a ​​​ 2​ − ​​​ 2​ ​e​​ 2i​ ) + ​ ​P​​ 2​ ─ K ​​	 (5)

Here, K is the strength of the nonlinearity, while P and  are the 
amplitude and phase of the drive, respectively, and ​  = ​ √ 

_
 P / K ​​. The 

second line makes it clear that the even- and odd-parity cat states 
​​​∣​​ ​C​​e​​ i​​ 

± ​  〉  = ​ N​ ±​​(∣ ​e​​ i​ 〉 ± ∣−  ​e​​ i​ 〉)​​ are the degenerate eigenstates of this 
Hamiltonian (15, 21). Figure 1B shows the eigenstates of the os-
cillator in the rotating frame [see also (20) for a detailed discussion 
of the eigenspectrum].

Since Eq. 5 commutes with the photon number parity operator, 
its eigenspace can be divided into even- and odd-parity subspaces, 
labeled in the figure by the red and blue levels, respectively. The 
degenerate cat subspace ​C​ (green) is separated from the rest of the 
Hilbert space ​​C​ ⊥​​​ (orange) by a large energy gap, which, in the rotating 
frame and in the limit of large , is well approximated as gap ∼ −4K2. 
The negative energy gap implies that in the lab frame, transitions 
out of the cat manifold occur at a lower frequency compared to r, 
the transition frequency within it. For large , the energy gap be-
tween pairs of even- and odd-excited states ​​​∣​​ ​​e,n​ ± ​  〉​​ decreases expo-
nentially for ​n ​<​ ≈​ ​ ​​​ 2​ / 4​. As a result, the eigenspace of the two-photon 
driven oscillator reduces to 2/4 pairs of quasi-degenerate states (re-
call that the cat subspace is exactly degenerate). This Hilbert space 
symmetry is important for the exponential suppression of bit-flip 
errors. Moreover, observe that in the limit P → 0, the even- and odd-
parity cat states continuously approach the vacuum and single-photon 
Fock states, respectively. Consequently, starting from an undriven 
oscillator in vacuum (or single-photon Fock state), it is possible to 
adiabatically prepare the state ​​​∣​​ ​C​​e​​ i​​ 

+ ​  〉​​ (or ​​​∣​​ ​C​​e​​ i​​ 
− ​  〉​​) by increasing the 

amplitude of a resonant two-photon drive at a rate ≪1/ ∣ gap∣ (15).
The phase  of the two-photon drive is a continuous parameter 

that specifies the orientation of the cat in phase space. We define the 
cat qubit with the phase  = 0 (see Fig. 1A), and for the discussion of 
the following two sections, we will fix this phase. As we will see in a 
few sections, this phase degree of freedom is, however, crucial for 
the implementation of the CX gate.

Dynamics in the qubit subspace
Suppose that a single-photon drive is applied to the oscillator at 
the resonance frequency r. In the rotating frame, the resulting 
Hamiltonian is ​​​   H ​​ 1​​  = ​​    H ​​ 0​​ + J(​   a ​ ​e​​ −i​ + ​​   a ​​​ †​ ​e​​ i​)​. Since coherent states 
are eigenstates of ​​   a ​​, it is easy to see that ​​​   a ​​∣​​ ​C​​ ±​ 〉  =   ​r​​ ±1​​∣​​ ​C​​ ∓​ 〉​​, where

	​ r  = ​ N​ +​​ / ​N​ −​​  = ​  ​√ 
_

 1 − ​e​​ −2​​​ 2​​ ​ ─ 
​√ 
_

 1 + ​e​​ −2​​​ 2​​ ​
 ​  ∼  1 − ​e​​ −2​​​ 2​​​	 (6)

and the last expression is taken in the limit of large . Unlike for ​​ ̂  a ​​, 
coherent states are not eigenstates of ​​​   a ​​​ †​​. The action of ​​​   a ​​​ †​​ on a state in 
the cat subspace causes transitions to the excited states ​​​​   a ​​​ †​​∣​​ ​C​​ 

±​ 〉  ∼  
​∣​​ ​C​​ 

∓​ 〉 + ​∣​​ ​​e,1​ ∓ ​  〉​​. Recall that the cat subspace is separated from the 
rest of the Hilbert space by an energy gap. The applied drive, how-
ever, is at frequency r, and therefore, the probability of excitation 
to the states ​​​∣​​ ​​e,1​ ∓ ​  〉​​ is suppressed by ∼(J/gap)2. On the other hand, 
these excitations would be permitted if the external drive had a 
frequency close to r + gap ∼ r − 4K2 (see the Supplementary 
Materials). Since the on-resonance drive only causes transitions with-
in the cat subspace, the Hamiltonian projected onto ​C​ is

	​​ ​   P ​​ C​​ ​​   H ​​ 1​​ ​​   P ​​ C​​  =  cos ( ) J(r + ​r​​ −1​ ) ​ ̂  Z ​ + sin ( ) J(r − ​r​​ −1​ ) ​ ̂  Y ​​	

where ​​​​   P ​​ C​​ = ​ ∣​​ ​C​​ +​ 〉  〈 ​C​​ 
+​∣  + ​∣​​ ​C​​ −​ 〉  〈 ​C​​ 

−​∣​​ is the projection operator onto the 
cat subspace. In the limit of large  (or equivalently P), the above 
equation reduces to

	​​ ​   P ​​ C​​ ​​   H ​​ 1​​ ​​   P ​​ C​​  ∼  2cos ( ) J​ ̂  Z ​ − 2sin ( ) J ​e​​ −2​​​ 2​​​ ̂  Y ​​	 (7)

This expression shows that it is possible to implement an arbitrary 
rotation around the Z axis of the Bloch sphere using a single-photon 
drive by choosing  = 0 (15, 20). The angle of rotation is determined 
by the strength J, duration of the single-photon drive, and the am-
plitude  of the cat state. Equation 7 also shows that, unlike rotation 
around the Z axis, rotation around the Y axis is suppressed expo-
nentially with 2. That is, the external drive couples predominantly 
to ​​   Z ​​. This observation implies that control errors (such as errors in 
the amplitude, frequency, phase, and duration of the single-photon 
drive) will lead to overrotation or underrotation around the Z axis 
but only cause exponentially small-angle rotations around the Y 
axis. Recall that for virtual excitations out of the cat subspace to be 
small, we require J ≪ ∣gap∣. That is, the energy gap governs rate of 
gate operations. It is easy to achieve ∣gap ∣/2 ∼ 200 MHz in su-
perconducting cavities, and therefore, fast rotations of ≲100 ns are 
possible (19). This is to be contrasted with cat states produced in a 
harmonic oscillator by means of two-photon drive and dissipation 
(14, 22, 23). The “dissipative gap” that defines the cat qubit subspace 
is substantially smaller (≲1 MHz) (17, 18), and therefore, the gates 
are slower (≳1 s.)

It is easy to extend the analysis above to realize a ​ZZ( ) =  
exp (i ​​   Z ​​ 1​​ ​​   Z ​​ 2​​ / 2)​ gate. This gate is implemented between two driven 
nonlinear oscillators coupled via a resonant beam splitter–type 
interaction (15, 24), ​​​​   H ​​ ZZ​​  = ​​    H ​​ 0,1​​ + ​​   H ​​ 0,2​​ + ​J​ 12​​​(​​ ​​   a ​​1​ †​ ​​   a ​​ 2​​ + ​​   a ​​2​ †​ ​​   a ​​ 1​​)​​, 
with ​​​​   H ​​ 0,i​​  =  − K ​​   a ​​i​ 

†2​ ​​   a ​​i​ 
2​ + P​(​​ ​​   a ​​i​ 

†2​ + ​​   a ​​i​ 
2​)​​, and i = 1,2. For small J12, the 

evolution under the Hamiltonian ​​​   H ​​ ZZ​​​ is confined within the cat 
subspace and

	​​
​​​   P ​​ C​​ ​​   H ​​ ZZ​​ ​​   P ​​ C​​  = ​ J​ 12​​ ​α​​ 2​​(​​ ​r​​ 2​ + ​r​​ −2​​)​​ ​​   Z ​​ 1​​ ​​   Z ​​ 2​​ + ​J​ 12​​ ​α​​ 2​​(​​ ​r​​ 2​ − ​r​​ −2​​)​​ ​​   Y ​​ 1​​ ​​   Y ​​ 2​​​

​    
∼  2 ​J​ 12​​ ​α​​ 2​ ​​   Z ​​ 1​​ ​​   Z ​​ 2​​ − 4 ​J​ 12​​ ​α​​ 2​ ​e​​ −2​α​​ 2​​ ​​   Y ​​ 1​​ ​​   Y ​​ 2​​

 ​​
(8)

The last line in the above equation is written in the limit of large 
. In this limit, the term ​∝ ​​   Y ​​ 1​​ ​​   Y ​​ 2​​​ is negligibly small. Therefore, the 
unitary evolution under ​​​   H ​​ ZZ​​​ realizes a ZZ() gate with  = 4J12

2tgate, 
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where tgate is the duration for which the beam-splitter coupling is 
turned on. Following the previous arguments, the control errors 
during this gate only lead to over- or underrotation around the Z 
axis, or correlated ​​​   Z ​​ 1​​ ​​   Z ​​ 2​​​ errors. On the other hand, errors involving ​​​   X ​​ i​​​ 
or ​​​   Y ​​ i​​​ are exponentially suppressed with 2. We will now discuss the 
error channel of the cat qubit in more details and show that ir-
respective of the nature of the coupling with the bath, its error channel 
is biased toward dephasing errors.

Noise with narrow-band spectral density
Suppose that the oscillator couples to the environment with a 
general operator

	​​    O ​  = ​  ∑ 
m,n

​​​ ​χ​ m,n​​(t ) ​​   a ​​​ †m​ ​​   a ​​​ n​ + h.c.​	 (9)

From the analysis in the previous section, we see that ​​​   a ​​​ †m​​ will 
cause excitations out of the cat subspace. In the limit of large , ​​​   a ​​​ †m​​ 
will excite the mth excited manifold. However, when the frequency 
spectrum of m,n(t) is narrow and centered around (n − m)r and 
max[∣m,n(t)∣]m+n−1 ≪ ∣gap∣, then resonant (or real) and non-
resonant (or virtual) excitations out of the cat manifold are negli-
gible. The effect of the coupling in the cat manifold is then described 
by ​​​   P ​​ C​​ ​​   O ​​ m,n​​ ​​   P ​​ C​​  = ​ g​ m,n​​ ​f​​ *m​(t ) ​f​​ n​(t ) ​​   a ​​C​ 

†m​ ​​   a ​​C​ 
n​​. Here

	​​  
​​​   a ​​ C​​  = ​​    P ​​ C​​

 
​   a ​ ​​   P ​​ C​​  =  ​(​​ ​ r + ​r​​ −1​ ─ 2 ​​ )​​​   Z ​ + i​(​​ ​ r − ​r​​ −1​ ─ 2 ​​ )​​​   Y ​​

​    
​​​   a ​​C​ 

† ​  = ​​    P ​​ C​​ ​​   a ​​​ †​ ​​   P ​​ C​​  =  ​(​​ ​ r + ​r​​ −1​ ─ 2 ​​ )​​​   Z ​ − i​(​​ ​ r − ​r​​ −1​ ─ 2 ​​ )​​​   Y ​​
​​	 (10)

are the annihilation and creation operators projected onto the cat 
manifold. Note that for large , we have ​​​   a ​​ C​​, ​​   a ​​C​ 

† ​  ≈  ​   Z ​ ∓ i ​e​​ −2​​​ 2​​​   Y ​​. 
Hence, we find that the oscillator-environment interaction is dom-
inant along the Z axis (∝m+n), while suppressed along X and Y axes 
(∝m+ne−22

), and the resulting noise channel is biased. We now list 
the error channels for a few sources of narrow-bandwidth noise.

Thermal bath with narrow spectral density
By far, the main source of noise in oscillators is single-photon loss. 
In the cat subspace, one photon at a time is lost to the environment 
at frequency r. However, it is also possible for the oscillator to gain 
photons if the bath is at nonzero temperature. If the spectral density 
of thermal photons is narrow, but smooth and centered around 
r, then addition of a single photon to the oscillator (i.e., action 
of ​​​   a ​​​ †​​) cannot cause transitions out of the cat subspace. The 
Born-Markov approximation in this limit leads to the Lindbladian 
​D [ ​​   O ​​ 1​​ ] ​  ​ + D [ ​​   O ​​ 2​​ ] ​  ​​ (20) with

	       ​​
​​​   O ​​ 1​​ = ​ √ 

____________
  κ​[​​1 + ​n​ th​​​(​​ ​ω​ r​​​)​​​]​​ ​ α​[​​​(​​ ​r + ​r​​ −1​ _ 2 ​​ )​​​   Z ​ + i​(​​ ​r − ​r​​ −1​ _ 2 ​​ )​​​   Y ​​]​​​

​    
​∼ ​ √ 

____________
  κ​[​​1 + ​n​ th​​​(​​ ​ω​ r​​​)​​​]​​ ​ α​[​​​   Z ​ − i ​e​​ −2​α​​ 2​​​   Y ​​]​​​

 ​​	  (11)

	       ​​
​​​   O ​​ 2​​  = ​ √ 
_

  ​n​ th​​​(​​ ​ω​ r​​​)​​ ​ ​[​​​(​​ ​r + ​r​​ −1​ _ 2 ​​ )​​​   Z ​ − i​(​​ ​r − ​r​​ −1​ _ 2 ​​ )​​​   Y ​​]​​​
​   

​∼ ​ √ 
_

  ​n​ th​​​(​​ ​ω​ r​​​)​​ ​ ​[​​​   Z ​ + i ​e​​ −2​α​​ 2​​​   Y ​​]​​​
 ​​	  (12)

where the approximation is in the limit of large . In the above 
expressions, nth(r) is the thermal photon number at r. When nth = 0, 
the above equation reduces to the master equation of the cat qubit 
coupled to zero temperature bath. Table 1 shows the error channel 

corresponding to the above Lindbladian in the operator-sum rep-
resentation, in the limit of small 2t for both nth = 0 and nth ≠ 0. 

Narrow spectral density frequency noise
Apart from gain and loss of photons, it is possible that coupling with 
the environment causes the frequency of the oscillator to fluctuate. 
This noise channel is often referred to as pure dephasing. However, 
if these fluctuations are slow and of small amplitude compared to 
the energy gap, such as in the case of flux noise in superconducting 
circuits (25, 26), then the out-of-cat excitations are suppressed. 
Consequently, in the Born-Markov approximation, the Lindbladian 
is given by ​D [ ​   O ​ ] ​  ​​ (20) with

	​​​   O ​  = ​ √ 
_

 ​​ ​​ ​ ​​​ 2​​[​​​(​​ ​ ​r​​ 2​ + ​r​​ −2​ ─ 2 ​​ )​​​   I ​ + ​(​​ ​ ​r​​ 2​ − ​r​​ −2​ ─ 2 ​​ )​​​   X ​​]​​  ∼ ​ √ 
_

 ​​ ​​ ​ ​​​ 2​ [ ​   I ​ − 2 ​e​​ −2​​​ 2​​​   X ​]​​	

		  (13)

As before, the last term is an approximation in the limit of large 
. Table 1 shows the corresponding error channel in the limit of 
small 4t.

Noise with wide-band spectral density
The previous section described the noise channel of the cat qubit 
coupled to a bath with narrow-band spectral density so that leakage 
is avoided. However, what if the spectrum of the environment-
oscillator coupling is such that leakage out of the cat subspace 
becomes non-negligible? First, we will show that the leakage errors 
can be autonomously corrected by addition of photon dissipation. 
Second, we find that the amount of nondephasing errors intro-
duced because of the autonomous correction process depends on 
the energy difference between the even- and odd-parity states of the 
mth excited manifold ​​​|​​ ​​e,m​ ± ​​ ⟩​​​​. However, since this energy difference 
decreases exponentially with 2 for m < 2, the nondephasing errors 
also remain exponentially suppressed with 2. It is important to 
emphasize that for the exponential suppression of nondephasing 
errors, the weight m must be smaller than the number of quasi-
degenerate pairs of excited states 2/4. Therefore, it becomes possible 
to think of the driven nonlinear oscillator as a code that protects 
against nondephasing errors in the cat qubit. Moreover, the dis-
tance of this protection is ∼2/4, which increases with the strength of 
the drive P. We explain these results further using explicit examples 
in the following sections.

Two-photon dissipation channel
In the presence of two-photon dissipation, the oscillator loses pairs 
of photons to the environment. The master equation of the para-
metrically driven oscillator in presence of a white two-photon dissi-
pation channel is given by

	​​ ​̂  ​ ̇ ​  =  − i [ ​​   H ​​ 0​​( ) , ​  ​ ] + ​​ 2​​ D [ ​​   a ​​​ 2​ ] ​  ​​	 (14)

where 2 is the rate of two-photon dissipation. Superconducting 
cavities with 2/2 ∼ 200 kHz have been engineered (18). The dissipa-
tive dynamics can be understood in the quantum-jump approach in 
which the deterministic evolution governed by the non-Hermitian 
effective Hamiltonian ​​​   H ​ = ​​    H ​​ 0​​​(​​​)​​ − i ​κ​ 2​​ ​​   a ​​​ †2​ ​​   a ​​​ 2​ / 2​​ is interrupted by two-
photon jump events. The non-Hermitian Hamiltonian is analogous 
to Eq. 5 with the Kerr nonlinearity K replaced by a complex quanti-
ty K + i2/2. The nature of the eigenspectrum of the non-Hermitian 
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Hamiltonian is therefore the same as the actual Hamiltonian of Eq. 5. 
However, unlike Eq. 5, the eigenenergies of ​​   H ​​ become complex, im-
plying linewidth broadening.

The cat states ​​​|​​​C​​ ±​​⟩​​​​ are degenerate eigenstates of the non-Hermitian 

Hamiltonian ​​​   H ​​|​​ ​C​​ ±​​⟩​​  =  E​|​​ ​C​​ ±​​⟩​​​​, where E is a complex quantity E = P2/

(K + i2/2) and ​ = ​e​​ i​ ​√ 
___________

  P / (K + i ​​ 2​​ / 2) ​​. Moreover, the cat states are 
also eigenstates of the two-photon jump operator ​​​​   a ​​​ 2​​|​​ ​C​​ ±​​⟩​​ = ​​​ 2​​|​​ ​C​​ ±​​⟩​​​​. 
Therefore, the states ​​​|​​ ​C ​​ 

±​​⟩​​​​ are invariant to two-photon dissipation. We 
have defined the cat qubit ​​​|​​ ​C​​ 

±​​⟩​​​​ using real and positive coherent state 
amplitude . For this qubit to be stabilized in the presence of two-
photon dissipation, the phase and amplitude of the required two-photon 
drive are ​2 ​​ 0​​  = ​ tan​​ −1​(​κ​ 2​​ / 2K)​ and ​P = ​​​ 2​ ​√ 

_
 ​K​​ 2​ + ​​2​ 2​ / 4 ​​, respectively.

Thermal bath with white-noise spectrum
White thermal noise leads to the Lindbladian master equation, ​​​
ˆ ​ ̇ ​  =  − i [ ​​   H ​​ 0​​( ) , ​  ​ ] + (​n​ th​​ + 1 ) D [ ​   a ​ ] ​  ​ +  ​n​ th​​ D [ ​​   a ​​​ †​ ] ​  ​​, where nth is 
the number of thermal photons. Again, following the quantum-jump 
approach, the dynamics of the oscillator can be described by evo-
lution under a non-Hermitian Hamiltonian ​​   H ​  = ​​    H ​​ 0​​( ) − i(1 + ​
n​ th​​ ) ​​   a ​​​ †​​   a ​ / 2 − i ​n​ th​​​   a ​ ​​   a ​​​ †​ / 2​, which is interrupted by stochastic quantum 
jumps corresponding to the operators ​​   a ​​, ​​​   a ​​​ †​​ (27). When  ≪ ∣ gap∣, 
it is possible to replace ​​   a ​, ​​   a ​​​ †​​ with their projections in the cat ba-
sis ​​​   a ​​ C​​, ​​   a ​​C​ 

† ​​ given in Eq. 10. As a result, the dominant effect of the 
non-Hermitian terms in ​​   H ​​ is to broaden the linewidths of the cat 
states. A stochastic jump corresponding to the action of ​​   a ​​ on a state 
in the cat-qubit subspace does not cause leakage. However, the action 
of ​​​   a ​​​ †​​ on a state in the cat subspace causes leakage, ​​​​   a ​​​ †​​|​​ ​C​​ ±​​⟩​​  ∼  ​|​​ ​C​​ ∓​​⟩​​ + ​
|​​ ​​e,1​ ∓ ​​ ⟩​​​​ (note the change in parity). That is, ​​〈 ​​e,1​ ∓ ​ ∣​​   a ​​​ †​​|​​ ​C​​ ±​ 〉 ∼ 1​​ so that a 

single-photon gain event excites the first excited subspace at a rate 
∼nth. This transition to the first excited state is illustrated in 
Fig. 2A. m photon gain events excite the mth excited subspace (with 
opposite parity if m is odd, or same parity if m is even). Suppose 
that a single-photon loss event followed a gain event. In this case, 
​​〈 ​C​​ 

±​∣​   a ​​|​​ ​​e,1​ ∓ ​  〉  ∼  1​​, and hence, a single-photon loss event corrects 
the leakage at a rate (nth + 1). As a result, at steady state, the amount 
of leakage is ∼nth/(nth + 1) ∼ nth (for nth ≪ 1). Now, suppose that 
a two-photon dissipation channel is introduced such that the rate 
of two-photon loss is 2. In this case, ​​〈 ​C​​ 

±​∣​​   a ​​​ 2​​|​​ ​​e,1​ ± ​  〉 ∼ 2​​, and 
hence, a two-photon loss event will correct the leakage at a rate 
42ph

2. As a result, the residual leakage at steady state, is given by 
∼nth/42ph

2 < nth for 42ph
2 > . Typically, in superconducting 

circuits /2 ∼ 10 kHz, nth = 1% so that even with a moderately 
sized cat  = 2 and small amount of two-photon dissipation 2/2 = 
200 kHz, the residual leakage is reduced to ∼3 × 10−3%.

Observe that the loss of two-photons causes transitions within 
the same parity subspace. Therefore, as illustrated in Fig. 2A, 
two-photon loss immediately after a single-photon gain event does 
result in phase flips. However, phase flips are already the dominant 
error channel in the system, and therefore, this effect does not change 
the structure of noise. However, the process of correcting leakage can 
also introduce bit flips. Before a two-photon jump event brings the 
population back to the cat manifold, the states ​​​|​​ ​​e,1​ ± ​​ ⟩​​​​ accumulate a 
phase proportional to their energies ​​E​e,1​ ± ​​ , shown in the second panel in 
Fig. 2A. As a result, the population in the state ​​​|​​ ​​e,1​ ± ​​ ⟩​​​​ ​​​|​​ ​C​​ +​​⟩​​​​ and ​​​|​​ ​C​​ 

−​​⟩​​​​ 
accumulates a phase difference ​​∝ ​(​​ ​E​e,1​ + ​  − ​E​e,1​ − ​ )​​. In the cat qubit’s 
computational basis ​​∣0, 1⟩ = (​|​​ ​C​​ +​​⟩​​ ± ​|​​ ​C​​ −​​⟩​​ ) / ​√ 

_
 2 ​​​, this corresponds to 

a bit flip. However, recall from Fig. 1B that ​​​(​​ ​E​e,1​ + ​  − ​E​e,1​ − ​ )​​ decreases 

Table 1. Error channel of the cat qubit for different sources of decoherence. For the first three error sources, single-photon dissipation, thermal noise with 
narrow spectral density, and pure dephasing with narrow spectral density, it is possible to obtain an analytical expression for the channel. The expressions for 
the coefficients in the limit when the product of rate of decoherence and time is small (i.e., t2 < 1 and t4 < 1) are given in the third column. Recall that  
​r  = ​ √ 
_

  1 − ​e​​ −2​​​ 2​​ ​ / ​√ 
_

  1 + ​e​​ −2​​​ 2​​ ​​ approaches 1 in the limit of large . Consequently, we find that all the coefficients involving the matrices ​​ ̂  X ​​ and ​​ ̂ Y ​​ are suppressed 
exponentially in 2. 

Noise type Error channel Coefficients

Single-photon dissipation
(bath at zero temperature)

​(​​ I​​​ ̂ I ​ + ​​ X​​​ ̂  X ​ ) ​  ​(​​ I​​​ ̂ I ​ + ​​ X​​​ ̂  X ​ ) + 
 (​​ Z​​​ ̂  Z ​ + i ​​ Y​​​ ̂  Y ​ ) ​  ​(​​ Z​​​ ̂  Z ​ − i ​​ Y​​​ ̂  Y ​)​

​​​ I,X​​  =  (​√ 
_

 1 − p ​r​​ −2​ ​ ± ​√ 
_

 1 − p ​r​​ 2​ ​ ) / 2​

​​​ Z,Y​​  = ​ √ 
_

 p ​(r ± ​r​​ −1​ ) / 2​, p = t2

Thermal bath  
(narrow spectral density)

​(​​ I​​​ ̂ I ​ + ​​ X​​​ ̂  X ​ ) ​  ρ​(​​ I​​​ ̂ I ​ + ​​ X​​​ ̂  X ​ ) +  
(​​ Z​​​ ̂  Z ​ + i ​​ Y​​​ ̂  Y ​ ) ​  ρ​(​​ Z​​​ ̂  Z ​ − i ​​ Y​​​ ̂  Y ​ )  
(​ ​́ Z​​​ ̂  Z ​ − i ​ʹ​ Y​​​ ̂  Y ​ ) ​  ρ​(​ʹ​ Z​​​ ̂  Z ​ + i ​ ​́ Y​​​ ̂  Y ​)​

​​​ I,X​​  =  (​√ 
______________

  1 − ​p​ 1​​ ​r​​ −2​ − ​p​ 2​​ ​r​​ 2​ ​ ± ​√ 
______________

  1 − ​p​ 1​​ ​r​​ 2​ − ​p​ 2​​ ​r​​ −2​ ​ ) / 2​

​​​ Z,Y​​  = ​ √ 
_

 ​p​ 1​​ ​(r ± ​r​​ −1​ ) / 2​, ​​ʹ​ Z,Y​​  = ​ √ 
_

 ​p​ 2​​ ​(r ± ​r​​ −1​ ) / 2​

p1 = t2[1 + nth(r)], p2 = t2nth(r)

Pure dephasing  
(narrow spectral density)

​(​​ I​​​ ̂ I ​ + ​​ X​​​ ̂  X ​ ) ​  ρ​(​​ I​​​ ̂ I ​ + ​​ X​​​ ̂  X ​ ) +  
(​ ​́ I​​​ ̂ I ​ − ​ʹ​ X​​​ ̂  X ​ ) ​  ρ​(​ʹ​ I​​​ ̂ I ​ − ​ʹ​ X​​​ ̂  X ​ ) +​

​​​ I,X​​  =  (​√ 
_

 1 − p ​r​​ −4​ ​ ± ​√ 
_

 1 − p ​r​​ 4​ ​ ) / 2​

​​ʹ​ I,X​​  = ​ √ 
_

 p ​(​r​​ 2​ ± ​r​​ −2​ ) / 2​, p = t4

Thermal bath and two-photon 
dissipation (white spectral density)

​​​ II​​​ ̂ I ​​  ​​ ̂ I ​ + ​​ IX​​​ ̂ I ​​  ​​ ̂  X ​ + ​​IX​ * ​​ ̂  X ​​  ​​ ̂ I ​ +  
​​ XX​​​ ̂  X ​​  ​​ ̂  X ​ + ​​ YY​​​ ̂  Y ​​  ​​ ̂  Y ​ + ​​ YZ​​​ ̂  Y ​​  ​​ ̂  Z ​ +  

​​YZ​ * ​​ ̂  Z ​​  ​​ ̂  Y ​ + ​​ ZZ​​​ ̂  Z ​​  ​​ ̂  Z ​​
See Eq. 18 and Fig. 2

Pure dephasing and two-photon 
dissipation (white spectral density)

​​​ II​​​ ̂ I ​​  ​​ ̂ I ​ + ​​ IX​​​ ̂ I ​​  ​​ ̂  X ​ +  
​​IX​ * ​​ ̂  X ​​  ​​ ̂ I ​ + ​​ XX​​​ ̂  X ​​  ​​ ̂  X ​​ See the Supplementary Materials.
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exponentially with 2 and the excited state manifold is quasi-degenerate. 
Consequently, the probability of a bit-flip error due to leakage also 
decreases exponentially with 2, and the noise bias is preserved.

To confirm the analysis above, we numerically evaluate the error 
channel of the cat qubit as a function of 2 by simulating the master 
equation

	​​​̂  ​ ̇ ​ = − i [​​   H ​​ 0​​(​​ 0​​), ​  ​ ] + (1 + ​n​ th​​) D [ ​ ̂  a ​ ] ​  ​ +  ​n​ th​​ D [ ​​   a ​​​ †​ ] ​  ​ + ​​ 2ph​​ D[ ​​   a ​​​ 2​ ] ​  ​​	
		  (15)

The Hamiltonian ​​​   H ​​ 0​​(​​ 0​​)​ stabilizes a cat qubit of real and positive 
amplitude . This was discussed in the section titled “Two-photon dis-
sipation channel”

	​​ ​   H ​​ 0​​(​​ 0​​ ) = − K ​​   a ​​​ †2​ ​​   a ​​​ 2​ + P(​​   a ​​​ †2​ ​e​​ 2i​​ 0​​​ + h . c . )​	 (16)

	​ 2 ​​ 0​​  = ​ tan​​ −1​(​​ 2ph​​ / 2K ) , P  = ​ ​​ 2​ ​√ 

_

 ​K​​ 2​ + ​ 
​​2​ 2​

 ─ 4 ​ ​​	 (17)

From the simulations, we find that the error channel takes the form

	​​
E(​̂  ρ​ ) = ​λ​ II​​​   I ​​  ρ​​   I ​ + ​λ​ IX​​​   I ​​  ρ​​   X ​ + ​λ​IX​ * ​​    X ​​  ρ​​   I ​ + ​λ​ XX​​​   X ​​  ρ​​   X  ​+

​           
​λ​ YY​​​   Y ​​  ρ​​   Y ​ + ​λ​ YZ​​​   Y ​​  ρ​​   Z ​ + ​λ​YZ​ * ​​    Z ​​  ρ​​   Y ​ + ​λ​ ZZ​​​   Z ​​  ρ​​   Z ​

 ​​	  (18)

The coefficients II, IX, etc. are shown in Fig. 2B at time t = 50/K 
as a function of  for nth = 0.01,  = K/400, and 2ph = K/10. For a 
discussion on how the error channel is extracted from master equa-
tion simulations, see Methods. The time 50/K is chosen because it is 
the typical gate time on the stabilized cat qubit. As expected, for 
large ∣IX∣, XX, ∣YZ∣, and YY decrease exponentially with 2. 
The amount of leakage is quantified by ​1 − Tr [ E(​   I ​ ) ]​, which is 
shown in Fig. 2C for 2ph = 0 (solid red line) and 2ph = K/10 (solid 
blue line). As expected, leakage decreases in the presence of two-
photon dissipation. The simple theoretical model predicts that for 
large , the leakage rate out of the cat manifold is ∼nth. The rate at 
which the excited state population decays back to the cat manifold 
due to single- and two-photon dissipation is ∼(1 + nth) and ∼42ph

2, 

–20

–15

–10

–20

–15

–10

B

C

A

Fig. 2. Noise channel of the cat qubit in the presence of white thermal noise. (A) Addition of single photon at frequency r + gap excites ​​∣​​ 0​​〉 = ​x​ +​​​|​​ ​C​​ +​〉  +   ​x​ −​​​|​​ ​C​​ −​〉​​ 

to ​​​x​ +​​​|​​ ​​e,1​ − ​〉  +  ​ x​ −​​​|​​ ​​e,1​ + ​〉​​. The state evolves freely for time , during which ​​​|​​ ​​e,1​ ∓ ​〉​​ acquire phases ​∼  ​E​e,1​ ∓ ​​. After loss of two photons, the final state is ​​​x​ +​​ ​e​​ −i​E​e,1​ − ​​​|​​ ​C​​ −​〉 +   ​x​ −​​ ​e​​ −i​E​e,1​ + ​​​|​​ ​C​​ +​〉  ≡  
​ ̂  Z ​​e​​ i​(​​​E​e,1​ − ​−​E​e,1​ + ​)​ ̂  X ​/2​∣​​ 0​​〉​​. Therefore, the autonomous correction of leakage leads to both dephasing and nondephasing error. However, ​​E​e,1​ − ​ − ​E ​e,1​ + ​​ decreases exponentially with 
2, and hence, the nondephasing error is exponentially suppressed. (B) Natural logarithm of the coefficients of the error channel (Eq. 18) at t = 50/K with nth = 0.01, 
 = K/400, and 2ph = K/10. As expected, the amount of non-phase errors decreases exponentially with 2. (C) Natural logarithm of the amount of leakage in the presence 
of white thermal noise without two-photon dissipation (red solid line in the left panel) and with it (blue solid line in the right panel). As expected, the two-photon dissi-
pation autonomously corrects for leakage. The dashed black lines show the leakage predicted by the theoretical expressions for the rates of out-of-subspace exci-
tations (∼nth) and correction due to single-photon loss ∼(1 + nth) and two-photon loss ∼42ph

2. These expressions are only approximations, which become more 
and more exact as  increases. The figure confirms that the numerically estimated leakage converges to the theoretically predicted value for large .
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respectively. Using these rates, it is possible to analytically estimate 
the amount of leakage, which is shown by the dashed black lines in 
Fig. 2C. The agreement between the numerical results and approximate 
analytical expressions is very good at large .

Similar to thermal noise, frequency fluctuations of the oscillator 
can also have a white spectral density. In the Supplementary Materials, 
we discuss the error channel for white frequency noise and provide 
numerical estimate for the corresponding error channel. As expected, 
we find that the nondephasing errors are suppressed exponentially 
with 2.

The analysis in this section can easily be extended to any form of 
incoherent and coherent (or control) errors. We can now summarize 
the results for a general environment-oscillator interaction. Suppose 
that the system operator that enters in the interaction Hamiltonian 
is of the form ​​∑ m,n​ ​​ ​​ m,n​​ ​​   a ​​​ †m​ ​​   a ​​​ n​ + h.c.​ The ​​​   a ​​​ †m​​ term excites ​​​|​​ ​C​​ ±​​⟩​​​​ to 
the mth excited manifold ​​​|​​ ​​e,m​ ± ​​ ⟩​​​​. Addition of two-photon dissipa-
tion autonomously corrects for this leakage error. Moreover, if the 
order of ​​​   a ​​​ †​​ in the interaction is smaller than the number of pairs of 
quasi-degenerate excited states, 2/4, then the dominant error is of 
the form ​f( ) ​   Z ​​, while the nondephasing errors are exponentially 
suppressed. Here, f() is a polynomial function that depends on the 
details of the interaction and amount of two-photon dissipation 
added to correct for leakage. That is, the two-photon driven nonlinear 
oscillator effectively results in an inherent quantum code to correct 
for up to 2/4 bit-flip errors.

Bias-preserving CX gate
As discussed earlier, for the noise channel to remain biased, the 
time-dependent unitary describing the system evolution during the 
gate must not explicitly contain an ​​   X ​​ operator. How can we then 
implement a CX gate? To build intuition on how to address this 
problem, it is useful to note that ​​​   X ​​|​​​C​ ​ ± ​​⟩​​ = ± ​|​​ ​C​​ ±​​⟩​​​​. Now, recall from 
Eq. 5 that the orientation of the cat state in phase space is de-
fined by the phase  of the two-photon drive. If this phase 
changes adiabatically from 0 to , then the cat states ​​​|​​ ​C​​ ±​​⟩​​​​ trans-
form to ​​​|​​ ​C​−​ ± ​​ ⟩​​ = ± ​|​​ ​C​​ ±​​⟩​​​​. Therefore, rotating the phase of the 
two-photon drive by  is equivalent to an ​​   X ​​ operation. Our pro-
posal for a two-qubit bias-preserving CX gate is based on this 
phase-space rotation of a target cat qubit conditioned on the state 
of a control cat qubit. In this section, we first describe the desired 
evolution of the system under a CX gate and show that this evolu-
tion preserves the bias. Subsequently, in the next section, we describe 
the underlying Hamiltonian achieving this evolution.

Consider two cat qubits each stabilized in a two-photon driven 
Kerr nonlinear oscillator. The initial state of the system is

​​ 
​      ∣ψ​(​​0​)​​​⟩​​  = ​ (​​ ​c​ 0​​∣0​⟩​​ + ​c​ 1​​∣1​⟩​​​)​​ ⊗ ​(​​ ​d​ 0​​∣0​⟩​​ + ​d​ 1​​∣1​⟩​​​)​​​

​     
                                  = ​​(​​ ​c​ 0​​∣0​⟩​​ + ​c​ 1​​∣1​⟩​​​)​​ ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​​⟩​​ + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​ −​​⟩​​​]​​​

​​	

where the first and second terms in the tensor product refer to the 
control and target qubits, respectively. Now, suppose that the phase 
of the two-photon drive applied to the target oscillator is condi-
tioned on the state of the control cat qubit so that at time t the state 
of the system is

        ​​
​∣ψ​(​​t​)​​​⟩​​  = ​ c​ 0​​∣0​⟩​​ ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​∣​C​α​ +​​⟩​​ + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​∣​C​α​ −​​⟩​​​]​​

 
+​

​     
​​                         c​ 1​​∣1​⟩​​ ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​e​​ iϕ​(​​t​)​​​​ 

+ ​​ ⟩​​ + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​e​​ iϕ​(​​t​)​​​​ 
− ​​ ⟩​​​]​​​

 ​​	
		

(19)

If the phase (t) is such that (0) = 0 and (T) = , then at time T

	  ​​

​   ∣ ψ​(​​T​)​​〉  = ​ c​ 0​​ ∣ 0〉 ⊗ ​{​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​ −​ 〉​}​​+​

​     

​                              ​c​ 1​​ ∣  1〉 ⊗ ​{​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​e​​ iπ​​ 
+ ​  〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​e​​ iπ​​ 

− ​  〉​}​​​

​     
                            = ​​c​ 0​​ ∣ 0〉 ⊗ ​{​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​ −​ 〉​}​​+​

​    
​                             ​c​ 1​​ ∣  1〉 ⊗ ​{​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 − ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​ −​ 〉​}​​​

​    

                 = ​​c​ 0​​ ∣ 0〉 ⊗ ​(​​ ​d​ 0​​ ∣ 0〉 + ​d​ 1​​ ∣ 1〉​)​​ + ​c​ 1​​ ∣ 1〉 ⊗ ​(​​ ​d​ 0​​ ∣ 1〉 + ​d​ 1​​ ∣ 0〉​)​​​

​      

                                                   =   ​​​   U ​​ CX​​  ∣  ψ​(​​0​)​​〉 ​

  ​​	

		
(20)

As expected from the above discussion, a CX gate is realized by 
rotating the phase of the cat in the target oscillator by  conditioned 
on the control cat. The CX operation is based on the fact that during 
this rotation, the ​​​|​​ ​C​​ 

−​​⟩​​​​ state acquires a  phase relative to ​​​|​​ ​C​​ +​​⟩​​​​. This 
is a topological phase as it does not depend on energy like a dynamic 
phase or the geometry of the path like a geometric phase. This phase 
will arise as long as the states ∣± ⟩ move along a loop in phase 
space that does not come too close to the origin (see further discus-
sion in the next section and the Supplementary Materials). If the 
number of times that the states ∣± ⟩ go around the origin to ∣ ∓ ⟩ 
is given by u, then the phase acquired by ​​​|​​ ​C​​ 

−​​⟩​​​​ is eiu. That is, u is the 
winding number.

Coupling with the environment during this evolution leads to 
errors in both the control and target cats. From the analysis earlier in 
section titled “Noise with wide-band spectral density”, the predominant 
stochastic errors are of the form ​​​   O ​​ c​​ = f( ) ​​   Z ​​ c​​​ in the control cat and ​​​   O ​​t​ 

 ​  =  
f′( ​e​​ i()​ ) ​​   Z ​​t​ 

 ​​ in the target cat where the superscript  refers to the 
operator in the instantaneous basis of ​​​​   Z ​​t​ 

​  = ​ ∣​​ ​C ​​e​​ i()​​ 
+ ​  〉〈 ​C ​​e​​ i()​​ 

− ​  ∣ + ​∣​​ ​C ​​e​​ i()​​ 
− ​  〉

〈 ​C ​​e​​ i()​​ 
+ ​   ∣​​. We now show that these dominant phase errors during the 

CX evolution propagate as phase errors. To see this, assume that 
a phase error occurred in the control qubit at time . Consequently, 
immediately after this error has occured, the state of the system is

	​​

​​   ∣ ψ​(​​τ​)​​〉 ​control​ 
phase−flip​  = ​​    O ​​ c​​ ⊗ ​​   I ​​t​ 

τ
​​{​​ ​c​ 0​​ ∣ 0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​ −​ 〉​]​​

 

+​

​     
​​                       c​ 1​​ ∣  1〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​e​​ iϕ​(​​τ​)​​​

​ + ​  〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​e​​ iϕ​(​​τ​)​​​
​ − ​  〉​]​​​}​​​

​    
​= ​c​ 0​​ ∣ 0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​ −​ 〉​]​​

 
−​

​    

​​                c​ 1​​  ∣ 1〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​e​​ iϕ​(​​τ​)​​​
​ + ​  〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​e​​ iϕ​(​​τ​)​​​

​ − ​  〉​]​​​

 ​​  	

		  (21)

After this phase-flip event, the conditional phase continues to 
evolve and at time T

​​

​​∣ ψ​(​​T​)​​〉​control​ 
phase−flip​  = ​ c​ 0​​ ∣ 0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​ −​ 〉​]​​−​

​     

​

                                           

​c​ 1​​ ∣ 1〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 − ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​ −​ 〉​]​​​

​       ​= ​​   Z ​​ c​​ ⊗ ​​   I ​​t​ 
τ
​​{​​ ​c​ 0​​ ∣ 0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​ −​ 〉​]​​+​​     

​

                     

​c​ 1​​ ∣ 1〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 − ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​ −​ 〉​]​​​}​​​

​       

​= ​(​​ ​​   Z ​​ c​​ ⊗ ​​   I ​​t​ 
τ
​​)​​ ​​   U ​​ CX​​ ∣ ψ​(​​0​)​​〉​

  ​​

(22)

Therefore, a phase error on the control cat qubit at any time 
during the implementation of the CX is equivalent to a phase-flip 
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on the control qubit after an ideal CX. Now, assume that a phase 
error occurred on the target at time . Immediately after this error, 
the state is

​​

​​∣ ψ​(​​τ​)​​〉​target​ 
phase−flip​  = ​​    I ​​ c​​ ⊗ ​​   O ​​t​ 

τ
​​{​​ ​c​ 0​​ ∣ 0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​ ∣ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​ ∣ ​C​α​ −​ 〉​]​​+​

​                                                           ​​c​ 1​​ ∣ 1〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​ ∣ ​C​α​e​​ i​(​​τ​)​​​​ 
+ ​  〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​ ∣ ​C​α​e​​ i​(​​τ​)​​​​ 

− ​  〉​}​​​]​​​​                
​= f ​(​​α​)​​ ​c​ 0​​ ∣ 0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​ ∣ ​C​α​ −​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​ ∣ ​C​α​ +​ 〉​]​​+​

​                       

​f​(​​α ​e​​ i​(​​τ​)​​​​)​​ ​c​ 1​​ ∣ 1〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​ ∣ ​C​α​e​​ i​(​​τ​)​​​​ 
− ​  〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​ ∣ ​C​α​e​​ i​(​​τ​)​​​​ 

+ ​  〉​]​​​

 ​​

(23)

As before, after this phase-flip event, the conditional phase con-
tinues to evolve, and at time T

​​ 

​​|​​ ​ψ​(​​T​)​​〉​target​ 
phase−flip​  =  f​(​​α​)​​ ​c​ 0​​ ∣ 0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ −​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉​]​​ +​

​     
​f​(​​α ​e​​ iϕ​(​​τ​)​​​​)​​ ​c​ 1​​ ∣ 1〉 ⊗ ​[​​ − ​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ −​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉​]​​​

​      
​      = ​​   I ​​ c​​ ⊗ ​​   Z ​​ t​​​{​​f​(​​α​)​​ ​c​ 0​​ ∣ 0〉 ⊗ ​[​​ ​d​ 0​​ ∣ 0〉 + ​d​ 1​​ ∣ 1〉​]​​ − f​(​​α ​e​​ iϕ​(​​τ​)​​​​)​​ ​c​ 1​​ ∣ 1〉 ⊗ ​[​​ ​d​ 0​​ ∣ 1〉 + ​d​ 1​​ ∣ 0〉​]​​​}​​​

​      

​         = ​[​​ ​​   Z ​​ c​​ f​(​​α ​e​​ iϕ​(​​τ​)​​​(​​1−​​   Z ​​ c​​​)​​/2​​)​​ ⊗ ​​   Z ​​ t​​​]​​ ​​   U ​​ CX​​ ∣  ψ​(​​0​)​​〉​

 ​​	   	

	 (24)

The above equations show that a phase-flip error on the target 
qubit at any time during the CX evolution is equivalent to phase 
errors on the control and target qubits after the ideal CX gate. That 
is, this CX gate based on rotation of the target cat qubit in phase 
space does not unbias the noise channel. This is in stark contrast 
with the CX gate implementation between two strictly two-level 
qubits and shows the advantage of using the larger Hilbert space 
of an oscillator. Although we have only explicitly showed the bias-
preserving nature of the CX with respect to one phase flip in either 
the control or target cats, it is easy to extend the analysis above to 
multiple phase flips to see that the bias remains preserved. More-
over, note that any control errors in the target or control qubit can 
be expanded in the form ​​∑ m,n,p,q​ ​​ ​​ m,n,p,q​​ ​​   a ​​c​ 

†m​ ​​   a ​​c​ 
n​ ​​   a ​​t​ 

†p​ ​​   a ​​t​ 
q​​, where ​​​   a ​​ c​​​ and 

at are the annihilation operators for control and target oscillators, 
respectively. Of course, the terms ​​​   a ​​c​ 

†m​, ​​   a ​​t​ 
†p​​ will excite the control and 

target oscillators out of the cat qubit subspace. As we have already 
seen, addition of photon dissipation will autonomously correct this 
leakage while keeping bit flips exponentially suppressed as long as 
the weights p, m < 2/4. Small amounts of control error will only 
lead to low weight terms in the expansion above, and therefore, the 
bias will be maintained. We will now explain this more in detail 
with an example.

Suppose that the control error was such that at the end of the 
gate, (T) =  +  (instead of (T) = ). That is

​​
​∣ψ​(​​T​)​​〉  = ​ c​ 0​​∣0〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​α​ +​ 〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​α​ −​ 〉​]​​

 
+ ​

​    
​
 
​    c​ 1​​∣1〉 ⊗ ​[​​​(​​ ​d​ 0​​ + ​d​ 1​​​)​​​|​​ ​C​−α​e​​ iΔ​​ 

+ ​  〉 + ​(​​ ​d​ 0​​ − ​d​ 1​​​)​​​|​​ ​C ​−α​e​​ iΔ​​ 
− ​  〉​]​​​

 ​​	
(25)

Now, ​​​|​​ ​C​−​e​​ i​​ 
± ​ ​⟩​​  =  ± ​e​​ i ​​   a ​​​ †​​   a ​​​|​​ ​C​​ 

±​​⟩​​ =  ± (1 + i ​​   a ​​​ †​​   a ​ − ​​​ 2​ ​​   a ​​​ †​​   a ​ ​​   a ​​​ †​​   a ​ / 2 + … ) ​|​​ ​C​​ ±​​⟩​​​​, 
and for small , only a few terms in the expansion are important. 
Below a threshold error  < th, the high-weight (> 2/4) terms 
exponentially decrease. The control error in this case only causes 
excitation of states in the pairwise quasi-degenerate manifold, which 
are subsequently corrected by two-photon dissipation. Note that 
during this autonomous correction, the cat states pick up an over-

all phase, depending on when the photon jump events happened, 
​​​|​​ ​C​−​e​​ i​​ 

± ​​ ⟩​​ → ± ​e​​ i​​|​​ ​C​​ ±​​⟩​​​​. Similar to Eq. 24, this extra phase leads to 
dephasing of the control cat qubit. In general, the threshold th 
depends on the strength of the Kerr nonlinearity and rate of two-
photon dissipation. However, numerical and analytical estimates 
predict that in the experimentally relevant limit K ≫ 2, the thresh-
old is as large as th ∼ /6 (see the Supplementary Materials). The 
large threshold shows the robustness of the gate to rotation errors.

Note that there is another source of rotation errors in the target 
cat. Any nondephasing error in the control qubit during the CX 
gate will cause leakage in the target oscillator. For example, a bit-flip 
error in the control cat at t = T/2 causes a phase-space rotation error 
in the target cat by /2. That is, at the end of the gate, the target cat 
states are ​​​|​​ ​C​i​ ± ​​⟩​​​​ rather than ​​​|​​ ​C​​ ±​​⟩​​​​. This can, however, be corrected by 
two-photon dissipation. Moreover, since the nondephasing errors 
in the control cat are exponentially suppressed, so is the leak-
age and the nondephasing faults from subsequent correction of 
leakage.

Hamiltonian of the bias-preserving CX gate
Having seen that the evolution in Eq. 19 results in a CX gate with 
biased-noise error channel, we will now present the physical inter-
action Hamiltonian required to implement it. In general, we assume 
that the amplitudes of the cats in the target and control oscillators, 
 and , respectively, are different. The following time-dependent 
interaction Hamiltonian implements the bias-preserving CX between 
the two oscillators

​​ 

​​​   H ​​ CX​​  =  − K​(​​ ​​   a ​​c​ 
†2​ − ​β​​ 2​​)​​​(​​ ​​   a ​​c​ 

2​ − ​β​​ 2​ ) −                      ​

​   

​K​[​​ ​​   a ​​t​ 
†2​ − ​α​​ 2​ ​e​​ −2iϕ(t)​​(​​ ​ β − ​​   a ​​c​ 

†​ ─ 2β  ​​)​​ − ​α​​ 2​​(​​ ​ β + ​​   a ​​c​ 
†​ ─ 2β  ​​)​​​]​​​

​    
​× ​[​​ ​​   a ​​t​ 

2​ − ​α​​ 2​ ​e​​ 2iϕ(t)​​(​​ ​ β − ​​   a ​​ c​​ ─ 2β  ​​)​​ − ​α​​ 2​​(​​ ​ β + ​​   a ​​ c​​ ─ 2β  ​​)​​​]​​ −​
​   

​​ ​ 
̇ ​(t) ─ 4β  ​ ​​   a ​​t​ 

†​ ​​   a ​​ t​​​(​​2β − ​​   a ​​c​ 
†​ − ​​   a ​​ c​​​)​​​

 ​​	  (26)

The first line in the above expression is the Hamiltonian of the 
parametrically driven nonlinear oscillator stabilizing the control cat 
qubit. The phase of the drive to this oscillator is fixed  = 0. To un-
derstand the other two lines, recall that ​​​   a ​​c​ 

†​, ​​   a ​​ c​​  ∼   ​​   Z ​​ c​​ ± i ​e​​ −2​​​ 2​​ ​​   Y ​​ c​​​. 
Therefore, if the control qubit is in the state ∣0⟩ (∼∣⟩, for large ) 
and we ignore the exponentially small contribution from the term ​∝ ​​   Y ​​ c​​​, 
then the above Hamiltonian is equivalent to

	​​ ​​   H ​​CX​ 
∣​0⟩​ c​​​  ≡  − K​(​​ ​​   a ​​c​ 

†2​ − ​​​ 2​​)​​​(​​ ​​   a ​​c​ 
2​ − ​​​ 2​​)​​ − K​(​​ ​​   a ​​t​ 

†2​ − ​​​ 2​​)​​​(​​ ​​   a ​​t​ 
2​ − ​​​ 2​​)​​​​		

		  (27)

Consequently, when the control qubit is in the state ∣0⟩, the state 
of the target oscillator remains unchanged. On the other hand, if the 
control qubit is in the state ∣1⟩ (∼ ∣−⟩, for large ), then Eq. 26 is 
equivalent to

​​ 
​​​   H ​​CX​ 

​∣1⟩​ c​​​  ≡  − K​(​​ ​​   a ​​c​ 
†2​ − ​β​​ 2​​)​​​(​​ ​​   a ​​c​ 

2​ − ​β​​ 2​​)​​ −​
                     ​    

​K​(​​ ​​   a ​​t​ 
†2​ − ​α​​ 2​ ​e​​ −2iϕ(t)​​)​​​(​​ ​​   a ​​t​ 

2​ − ​α​​ 2​ ​e​​ 2iϕ(t)​​)​​ − ​ ̇ ​(t ) ​​   a ​​t​ 
†​ ​​   a ​​ t​​​

​​		
(28)
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From the second term of this expression, we see that the cat 
states ​​​|​​ ​C ​​e​​ i(t)​​ 

± ​​ ⟩​​​​ are the instantaneous eigenstates in the target oscillator. 
As a result, if the phase (t) changes adiabatically, respecting ​​
  ̇ ​(t ) ≪  ∣  ​​ gap​​ ∣​, then the orientation of the target cats follow (t), 
and  evolves in time to ei(t). During this rotation in phase 
space, the target cat also acquires a geometric phase ​​​g​ ±​(t)​ propor-
tional to the area under the phase space path, ​​​e​​ i​​g​ ±​(t)​​|​​ ​C​​e​​ i(t)​​ 

± ​​ ⟩​​​​, where 
​​​g​ ±​(t ) = (t ) ​​​ 2​ ​r​​ ∓2​​. The difference in the two geometric phases, 
​​​g​ +​​ and ​​​g​ −​​, reflects the fact that the mean photon numbers are dif-
ferent for the two states ​​​|​​ ​C​​e​​ i(t)​​ 

± ​​ ⟩​​​​ and the area of the path followed by 
​​​|​​ ​C​​e​​ i(t)​​ 

− ​​ ⟩​​​​ in phase space is larger than that followed by ​​​|​​ ​C​​e​​ i(t)​​ 
+ ​​ ⟩​​​​. This 

geometric phase has some interesting properties, which are dis-
cussed in the Supplementary Materials. In the limit of large , the 
difference in the two decreases exponentially in 2, ​​​g​ −​ − ​​g​ +​  =  
4(t ) ​​​ 2​ ​e​​ −2​​​ 2​​ / (1 − ​e​​ −4​​​ 2​​)​. Consequently, for large , the state ​​
∣ 1⟩⊗ ​d​ 0​​​|​​ ​C​​ 

+​​⟩​​ + ​d​ 1​​​|​​ ​C​​ 
−​​⟩​​​​ evolves in time to ​​​e​​ i​​ g​​(t)​ ∣ 1⟩⊗ ​d​ 0​​​|​​ ​C​​e​​ i(t)​​ 

+ ​​ ⟩​​ + ​
d​ 1​​​|​​ ​C​​e​​ i(t)​​ 

− ​ ​⟩​​​​, where ​​​ g​​(t ) = ​​g​ −​(t ) ∼ ​ ​g​ +​(t)​. That is, the geometric phase, 
effectively, is only an overall phase that results in an additional 
Zc(g) rotation on the control qubit. This rotation can be accounted 
for in software or by an application of Zc(−g) operation, or it can 
be directly cancelled during the CX gate itself by the addition of an 
additional interaction, given by the last term in Eq. 28. The projection 
of this term in the cat basis is given by

	​​​   ̇​​(​​t​)​​ ​​   a ​​t​ 
†​ ​​   a ​​ t​​  ≡ ​  ̇ ​​(​​ t​)​​ ​α​​ 2​​[​​ ​r​​ 2​​|​​ ​C​α​e​​ iϕ​(​​t​)​​​​ 

+ ​​ ⟩​​​⟨​​ ​C​α​e​​ iϕ​(​​t​)​​​​ 
+ ​  ∣ + ​r​​ −2​​|​​ ​C​α​e​​ iϕ​(​​t​)​​​​ 

− ​​ ⟩​​​⟨​​ ​C​α​e​​ iϕ​(​​t​)​​​​ 
− ​  ∣ ​]​​​​		

		  (29)

The above equation shows that the last term of Eq. 28 leads to a 
dynamic phase, which exactly cancels the geometric phase. As a result, 
we find that when the control cat is in state ∣1⟩, an arbitrary state of 
the target qubit ​​​d​ 0​​​|​​ ​C​​ 

+​​⟩​​ + ​d​ 1​​​|​​ ​C​​ 
−​​⟩​​​​ evolves in time to ​​​d​ 0​​​|​​ ​C​​e​​ i(t)​​ 

+ ​​ ⟩​​ +  
​d​ 1​​​|​​ ​C​​e​​ i(t)​​ 

− ​​ ⟩​​​​. Consequently, the Hamiltonian in Eq. 26 leads to the 
evolution desired to implement the bias-preserving CX gate.

Numerically simulated noise channel of the CX gate
To show that the Hamiltonian of Eq. 26 does result in a bias-
preserving CX, we first simulate Eq. 26 without noise in the oscillators. 
We chose  =  = 2, (t) = t/T, and T = 10/K. Figure 3 shows the 
Pauli transfer matrix obtained in this way. The infidelity between 
the CX resulting from the evolution under Eq. 26 and an ideal CX 
is as small as ∼9.3 × 10−7. This small infidelity, primarily resulting 
from nonadiabatic transitions due to finite KT, clearly shows that 
the Hamiltonian of Eq. 26 implements an ideal CX gate with an 
extremely high degree of accuracy.

Next, to account for losses we numerically simulate evolution 
under the master equation

	​​ ​̂  ​ ̇ ​  =  − i [ ​​   H ​​ CX​​, ​  ​ ] + (​n​ th​​ + 1 ) ​ ∑ 
i=c,t

​​​D [ ​​   a ​​ i​​ ] ​  ​ +  ​n​ th​​ ​ ∑ 
i=c,t

​​​D [ ​​   a ​​i​ 
†​ ] ​  ​​		

		  (30)

From this, we obtain the Pauli transfer matrix of the noisy CX, 
​​R​noisy​ CX ​​ . The transfer matrix of the error channel is evaluated as 
​​R​ noise​​  = ​ R​noisy​ CX ​ ​​ (​​ ​R​ideal​ 

CX ​​ )​​​​ −1​​. Lastly, the error channel in the operator 
sum form is obtained from this transfer matrix. Instead of listing all 
the 256 matrix entries of the channel, we present its dominant 
terms. Moreover, to quantify the asymmetry in the noise channel of 
the CX gate, we introduce a quantity  referred to as the bias. The 

bias, , is defined as the ratio of probability of dephasing and 
nondephasing faults. The probability of dephasing errors is ob-
tained from the error channel as the sum of the coefficients corre-
sponding to the terms ​​​   I ​​ c​​ ​​   Z ​​ t​​​  ​ ​​   I ​​ c​​ ​​   Z ​​ t​​​, ​​​   Z ​​ c​​ ​​   I ​​ t​​​  ​ ​​   Z ​​ c​​ ​​   I ​​ t​​​, and ​​​   Z ​​ c​​ ​​   Z ​​ t​​​  ​ ​​   Z ​​ c​​ ​​   Z ​​ t​​​. 
In the same way, the probability of nondephasing error is the sum 
of the coefficients corresponding to the remaining diagonal terms 
(except for ​​​   I ​​ c​​ ​​   I ​​ t​​​  ​ ​​   I ​​ c​​ ​​   I ​​ t​​​). The coefficient corresponding to ​​​   I ​​ c​​ ​​   I ​​ t​​​  ​ ​​   I ​​ c​​ ​​   I ​​ t​​​ 
yields the gate fidelity.

For nth = 0, we find that the error channel is dominantly given by

          ​​
​
E(​̂  ρ​ ) ∼ ​ λ​ ​I​ c​​​I​ t​​,​I​ c​​​I​ t​​​​ ​​   I ​​ c​​ ​​   I ​​ t​​​  ρ​ ​​   I ​​ c​​ ​​   I ​​ t​​ + ​λ​ ​Z​ c​​​Z​ t​​,​Z​ c​​​Z​ t​​​​ ​​   Z ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   Z ​​ t

 
​​+

​    
​λ​ ​Z​ c​​​I​ t​​,​Z​ c​​​I​ t​​​​ ​​   Z ​​ c​​ ​​   I ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   I ​​ t​​ + ​λ​ ​I​ c​​​Z​ t​​,​I​ c​​​Z​ t​​​​ ​​   I ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   I ​​ c​​ ​​   Z ​​ t ​​+  

 ​
​   

(i ​λ​ ​I​ c​​​Z​ t​​,​Z​ c​​​Z​ t​​​​ ​​   I ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   Z ​​ t​​ + h.c.)
 ​​	  (31)

For  = K/4000, T = 10/K, and  =  = 2, IcIt,IcIt ∼ 0.94, ZcIt,ZcIt ∼ 
0.029, IcZt,IcZt ∼ 0.015, ZcZt,ZcZt ∼ 0.015, IcZt,ZcZt ∼ −0.009, 
and the gate fidelity is 94%. The leakage is 9.6 × 10−7, which does 
not notably increase from the case when losses are absent, and the 
bias is  ∼ 107.

Next, we obtain the error channel for nth = 1%. To correct for 
leakage two-photon dissipation ​​​ 2​​ D [ ​​   a ​​​ 2​ ] ​  ​​ is added after the gate 
operation (see Methods for details). In the absence of the two-photon 
dissipation 2 = 0, the amount of leakage due to thermal photons is 
∼3 × 10−5. With 2 = K/5, leakage is reduced by almost two orders 
of magnitude to ∼5 × 10−6. The gate fidelity in this case is reduced 
to ∼89%, and the error channel is dominantly given by

	​​

​
​E​(​​​  ρ​​)​​  ∼ ​ λ​ ​I​ c​​​I​ t​​,​I​ c​​​I​ t​​​​ ​​   I ​​ c​​ ​​   I ​​ t​​​  ρ​ ​​   I ​​ c​​ ​​   I ​​ t​​ + ​λ​ ​Z​ c​​​Z​ t​​,​Z​ c​​​Z​ t​​​​ ​​   Z ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   Z ​​ t​​+​

​    

                
​λ​ ​Z​ c​​​I​ t​​,​Z​ c​​​I​ t​​​​ ​​   Z ​​ c​​ ​​   I ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   I ​​ t​​ + ​λ​ ​I​ c​​​Z​ t​​,​I​ c​​​Z​ t​​​​ ​​   I ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   I ​​ c​​ ​​   Z ​​ t​​+

 ​

​    

​
​​(​​i ​λ​ ​I​ c​​​I​ t​​,​Z​ c​​​I​ t​​​​ ​​   I ​​ c​​ ​​   I ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   I ​​ t​​ + h.c. ​)​​+​

​   

 

​​(​​i ​λ​ ​I​ c​​​Z​ t​​,​Z​ c​​​Z​ t​​​​ ​​   I ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   Z ​​ t​​ + h.c. ​)​​​
​

 ​​	
		  (32)

with IcIt,IcIt ∼ 0.89, ZcIt,ZcIt ∼ 0.052, IcZt,IcZt ∼ 0.016, ZcZt,ZcZt ∼ 
0.038, IcIt,ZcIt ∼ −0.0002, and IcZt,IcZt ∼ −0.008. The order of 

Fig. 3. Pauli transfer matrix of the CX gate. The transfer matrix is obtained by 
simulating the Hamiltonian in Eq. 26 with  =  = 2, (t) = t/T, and T = 10/K. The 
infidelity of this CX operation with respect to an ideal two-level CX is 9.3 × 10−7 and 
results from nonadiabatic transitions due to finite KT.
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magnitude of the other terms in the error channel is ≤10−5, and the 
bias is  ∼ 732. When the size of the cats is increased to  =  = 2.2 and 
 =  = 2.5, the bias increases to  ∼ 902 and  ∼ 3000, respectively.

Lastly, we numerically estimate the error channel in case of over-
rotation. This can happen, for example, when control errors lead to the 
gate being implemented for slightly longer time T′ = T + (T). For 
the simulation, we choose (T) = 0.01T corresponding to an over-
rotation of the target cat by an angle  = 0.01 (see Eq. 25). In this case, 
we simulate the master equation ​​​  ​  ̇​  =  − i [ ​​   H ​​ CX​​, ​  ​ ] + D [ ​​   a ​​ c​​ ] ​  ​ + D [ ​​   a ​​ t​​ ] ​  ​​ 
for time T′ and then add two-photon dissipation ​​​ 2​​ D [ ​​   a ​​t​ 

2​ ] + ​​ 2​​ D [ ​​   a ​​c​ 
2​]​ 

to correct for overrotation. The dominant terms of the resulting 
error channel are

	​​
E(​̂  ρ​ ) ∼ ​ λ​ ​I​ c​​​I​ t​​,​I​ c​​​I​ t​​​​ ​​   I ​​ c​​ ​​   I ​​ t​​​  ρ​ ​​   I ​​ c​​ ​​   I ​​ t​​ + ​λ​ ​Z​ c​​​Z​ t​​,​Z​ c​​​Z​ t​​​​ ​​   Z ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   Z ​​ t​​ +

​    ​λ​ ​Z​ c​​​I​ t​​,​Z​ c​​​I​ t​​​​ ​​   Z ​​ c​​ ​​   I ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   I ​​ t​​ + ​λ​ ​I​ c​​​Z​ t​​,​I​ c​​​Z​ t​​​​ ​​   I ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   I ​​ c​​ ​​   Z ​​ t​​ +  ​   

(i ​λ​ ​I​ c​​​Z​ t​​,​Z​ c​​​Z​ t​​​​ ​​   I ​​ c​​ ​​   Z ​​ t​​​  ρ​ ​​   Z ​​ c​​ ​​   Z ​​ t​​ + h.c.)

 ​​	  (33)

For  = K/4000, 2 = K/5, and  =  = 2, IcIt,IcIt ∼ 0.97, ZcIt,ZcIt 
∼ 0.038, IcZt,IcZt ∼ 0.015, ZcZt,ZcZt ∼ 0.024, IcZt,ZcZt ∼ −0.009, and 
the bias is  ∼ 1955. For  =  = 2.2, the bias increases to  ∼ 2796. 
The above examples confirm that the noise channel of the CX gate 
is biased, and the bias increases with the size of the cat. Because of 
the large Hilbert space size, it becomes difficult to perform numeri-
cal simulations for larger . However, using the insights from single 
oscillator simulations in the presence of thermal and frequency 
noise (see the Supplementary Materials), we expect to achieve a 
bias of ∼104 for 2 < 10 with experimentally reasonable experi-
mental parameters.

Threshold and overhead for concatenation-based codes
To summarize the results so far, we have described the adiabatic 
preparation of the cat states ​​​|​​ ​C​​ ±​​⟩​​​​, ​P​∣ ± ⟩. We have also outlined the 
implementation of arbitrary rotations about the Z axis and imple-
ment ZZ() gates. In addition, measurements along Z axis, ​​ℳ​ ​   Z ​​​​, can 
be performed using homodyne detection, while measurements 
along X axis, ​​ℳ​ ​   X ​​​​, require intermediary gates or ancilla (16,  20). 
The preparation operation, measurements and the gates Z(), and 
ZZ() are trivially biased. However, we have shown that it is also 
possible to implement a biased-noise CX gate between two cat 
qubits. Observe that the bias-preserving set of unitaries {CX, Z(), 
ZZ()} is not universal. As shown in the Supplementary Materials, no 
matter how the Hamiltonian evolution is constructed a native, uni-
versal set of bias-preserving unitaries is impossible. However, the uni-
taries {CX, Z(), ZZ()}, in combination with state preparation, 
𝒫∣± ⟩, and measurements ​​ℳ​ ​   X ​,​   Z ​​​​ (20), are sufficient to implement 
universal fault-tolerant quantum computation (28). In this sec-
tion, we will use the physical bias preserving set of operations

	​ {CX, Z( ) , ZZ( ) , ​P​ ∣±⟩​​, ​ℳ​ ​   X ​​​, ​ℳ​ ​   Z ​​​}​	

to realize efficient and compact circuits for fault-tolerant error 
correction based on concatenation (8) [(14) also discusses the 
repetition code using the idea of CX gates described here adapted to 
dissipative cats]. For the following analysis, we will consider the 
error channel in the Pauli-twirling approximation. That is, we ignore 
the off-diagonal elements in the error channel. This approximation 
can always be enforced by actively randomizing the Pauli frame at 
each step of a computation (2, 29). The resulting channel can then 

be understood in the stochastic noise model by assigning a proba-
bility to each fault path. In this approximation, for example, the 
error channel of the two-qubit CX is dominantly of the form ​E(​̂  ​ ) ∼ ​
​ ​I​ t​​​I​ c​​,​I​ t​​​I​ c​​​​(​​   I ​​ t​​ ​​   I ​​ c​​​  ​ ​​   I ​​ t​​ ​​   I ​​ c​​ ) + ​​ ​Z​ t​​​Z​ c​​,​Z​ t​​​Z​ c​​​​(​​   Z ​​ t​​ ​​   Z ​​ c​​​  ​ ​​   Z ​​ t​​ ​​   Z ​​ c​​ ) + ​​ ​I​ t​​​Z​ c​​,​I​ t​​​Z​ c​​​​(​​   I ​​ t​​ ​​   Z ​​ c​​​  ​ ​​   I ​​ t​​ ​​   Z ​​ c​​ ) + ​
​ ​Z​ t​​​I​ c​​,​Z​ t​​​I​ c​​​​(​​   Z ​​ t​​ ​​   I ​​ c​​​  ​ ​​   Z ​​ t​​ ​​   I ​​ c​​)​. This noise channel effectively introduces de-
phasing errors in the target and control cat qubits with probability 
ZtIc,ZtIc + ZtZc,ZtZc and ItZc,ItZc + ZtZc,ZtZc, respectively. For sim-
plicity, we will denote by  the upper bound on the probability of a 
dephasing error in a cat qubit resulting from the noise during a 
single-qubit gate, two-qubit gate, state preparation, or measure-
ment. For the example of the CX gate, this means that ZtIc,ZtIc + 
ZtZc,ZtZc, ItZc,ItZc + ZtZc,ZtZc ≤ . We define a bias  so that the 
probability of a ​​   X ​​ or ​​   Y ​​ error is /.

The idea introduced in (8) is to first encode the physical biased-
noise qubits in a repetition code 𝒞1 and correct for dominant errors, in 
this case, phase flips. A repetition code with n qubits can correct (n − 1)/2 
phase-flip errors. The code words are ​∣ ​ 0⟩​ L​​  =  (∣ ​ + ⟩​ L​​ + ∣ ​ − ⟩​ L​​ ) / ​√ 

_
 2 ​​ 

and ​∣ ​ 1⟩​ L​​ =  (∣ ​ + ⟩​ L​​ − ∣ ​ − ⟩​ L​​ ) / ​√ 
_

 2 ​​, where​​∣ ​ + ⟩​ L​​ = ​ |​​ ​C​​ 
+​​⟩​​​|​​ ​C​​ 

+​​⟩​​​|​​ ​C​​ 
+​​⟩​​…​​ and 

​​∣ ​ − ⟩​ L​​ = ​ |​​ ​C​​ 
−​​⟩​​​|​​ ​C​​ 

−​​⟩​​​|​​ ​C​​ 
−​​⟩​​…​​ The result of the first encoding is a more 

symmetric noise channel with reduced noise strength. The repeti-
tion code with errors below a threshold can then be concatenated to 
a CSS code 𝒞2 to further reduce the errors. The 𝒞1-protected 𝒞2 gad-
gets considered in (8) are ​{​   CX​, ​​   P ​​ ∣0⟩​​, ​​   P ​​ ∣+⟩​​, ​​   ℳ​​ ​   X ​​​, ​​   ℳ​​ ​   Z ​​​}​. In (8), these 
operations along with error correction are implemented using only 
trivially biased CZ gates, preparations, and measurements. Finally, the 
Clifford operations are supplemented with preparation of magic 
states ​​​   P ​​ ∣+i⟩​​​ and ​​​   P ​​ ∣T⟩​​​. The error strengths at 𝒞1 is upper-bounded by 
the ​​   CX​​ gadget (8). Here, we simplify the scheme for concatenated 
error correction using the physical bias-preserving gates for cat 
qubits ​{CX, ZZ( ) , Z( ) , ​P​ ∣±⟩​​, ​ℳ​ ​   X ​​​, ​ℳ​ ​   Z ​​​}​. These operations are then used 
to implement the 𝒞1-protected 𝒞2 gadgets ​{​   CX​, ​​   P ​​ ∣0⟩​​, ​​   P ​​ ∣+⟩​​, ​​   ℳ​​ ​   X ​​​, ​​   ℳ​​ ​   Z ​​​}​. 
We show the circuit for the ​​   CX​​ and error correction gadgets by 
exploiting the availability of the physical biased-noise CX gate 
between the cat qubits. Consequently, the error rate and volume of 
this ​​   CX​​ gate are lower than that proposed in (8). Implementation of 
the other 𝒞1-protected 𝒞2 Clifford operations is the same as in (8) 
and is outlined in the Supplementary Materials. We also complete 
the analysis by outlining the preparation of magic states using the 
trivially bias-preserving physical ZZ() gates (10) in the Supplementary 
Materials.

Error correction in the repetition code
The (n − 1) stabilizer generators for the repetition code are 
​​​   X ​​ 1​​ ⊗ ​​   X ​​ 2​​ ⊗ ​​   I ​​ 3​​ ⊗ ​​   I ​​ 4​​…​, ​​​   I ​​ 1​​ ⊗ ​​   X ​​ 2​​ ⊗ ​​   X ​​ 3​​ ⊗ ​​   I ​​ 4​​…​, etc. The most naive 
way to detect errors is to measure each stabilizer generator using an 
ancilla as shown in Fig. 4A. Each ancilla is initialized in the state ​​​|​​ ​C​​ +​​⟩​​​​. 
Then, two CX gates are implemented between the ancilla and qubits 
j, j + 1. Finally, the (n − 1) ancillas are measured along the X axis ​​ℳ​ ​   X ​​​​. 
To be fault tolerant, each of the stabilizer generator is measured r 
times, and the syndrome bit is determined with a majority vote on 
the measurement outcomes. A syndrome bit is incorrect if m ≥ (r + 
1)/2 of the measurements are faulty.

This decoding scheme is equivalent to constructing an r-bit rep-
etition code for each of the (n − 1) stabilizer generators of the repe-
tition code. Thus, each bit of syndrome from the inner code is itself 
encoded in an [r,1, r] repetition code so that decoding can proceed 
by first decoding the syndrome bits and then decoding the resulting 
syndrome. As we will see shortly, this naive way to decode the syn-
drome results in a simple analytic expressions for the logical error 

 on N
ovem

ber 19, 2020
http://advances.sciencem

ag.org/
D

ow
nloaded from

 

http://advances.sciencemag.org/


Puri et al., Sci. Adv. 2020; 6 : eaay5901     21 August 2020

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

11 of 15

rates. However, it is by no means an ideal approach to decode, and 
one can imagine that the two-stage decoder above could be replaced 
by one that directly infers the most likely error on the n-qubit repeti-
tion code, given that s measured syndrome bits. In a few sections, we 
will explain the notion of a measurement code that exploits these 
insights to improve on the naive scheme by constructing a block 
code that can directly correct the bit-flip errors on the n data qubits 
in a single decoding step.

Logical CX gate (or ​​ ̄  CX​​ ) with naive decoding
Since a physical CX with error channel biased toward dephasing 
errors is available, the ​​   CX​​ gadget can be implemented with trans-
versal CXs between two code blocks, as shown in Fig. 4A. We will 
refer to this as ​​​   CX​​ cat​​​ gadget, because the biased-noise CX gates are 
realized using cat qubits. We will now estimate an upper bound for 
the logical error rate of the ​​​   CX​​ cat​​​ gadget.

Each data qubit coming into the target and control blocks of 
the ​​​   CX​​ cat​​​ gadget is subject to 2r CX gates during the previous error 
correction step. The probability of a dephasing fault in each data 

qubit is therefore 2r. Next, each data qubit in the target and control 
block is subject to one CX gate. Note, however, that phase errors 
from the target can spread to phase errors on the control. Therefore, 
the probability of a dephasing fault in each qubit in the target and 
control blocks is 2r +  and 4r + , respectively. A logical error 
will occur if m ≥ (n + 1)/2 qubits in the target or control blocks 
are faulty. Therefore, the probability of a logical error in the control 
and target blocks before they are input into the error correction 
gadgets are

	​​​ ε​ target​​ ≤ ​ (​​​ 
n

​ ​n + 1 _ 2 ​ ​​)​​ ​​(​​2r + ​)​​​​ ​(​​n+1​)​​/2​, ​ε​ control​​ ≤ ​ (​​​ 
n

​ ​n + 1 _ 2 ​ ​​)​​ ​​(​​4r + ​)​​​​ ​(​​n+1​)​​/2​​​		

		  (34)

Each of the error correction gadgets now measure (n − 1) syn-
dromes, and each syndrome bit must be read correctly for successful 
decoding. Each syndrome bit is measured r times and requires two 
CX gates between a pair of code qubits and an ancilla. A syndrome 
measurement can be incorrect if the preparation or measurement of 
the ancilla was incorrect or if there was a dephasing error on the 
ancilla during the CXs. Therefore, an upper bound on the probability 
of error due to failure of the error correction in the target and control 
blocks is

	​​​ ε​ ec​​ ≤  2(n − 1 ) ​(​​​ 
r
​ ​ r + 1 ─ 2 ​ ​​)​​ ​(4)​​ (r+1)/2​​​	 (35)

In the worst case, a single nondephasing error occurring with 
probability ϵ/ anywhere in the circuit will cause the failure of the 
gadget. There are 4(n − 1)r CX gates in each of the error correction 
gadgets at the input and output and n transversal CX gates. As a 
result, the probability of an error due to a nondephasing fault is

	​​  ′ ​  ≤  (8(n − 1 ) r + n ) ​  ─  ​​	 (36)

Finally, the probability of a logical error in the ​​   CX​​ gadget is given by

	                      ​​​ cat​​  = ​ ​ target​​ + ​​ control​​ + ​​ ec​​ + ​ ′ ​​	 (37)

	​​
​= ​(​​​ 

n
​ ​n + 1 _ 2 ​ ​​)​​ ​(2rε + ε)​​ (n+1)/2​ + ​(​​​ 

n
​ ​n + 1 _ 2 ​ ​​)​​ ​(4rε + ε)​​ (n+1)/2​+​

​    
​2(n − 1 ) ​(​​​ 

r
​ ​r + 1 _ 2 ​ ​​)​​ ​(4ε)​​ (r+1)/2​ + (8(n − 1 ) r + n ) ​ ε _ η​​

 ​​	  (38)

Figure 4 (B and C) compares the logical error rates for the ​​​   CX​​ cat​​​ 
gadget in Eq. 38 (blue line) and that for the gadget in (8) (red line) 
as a function of the bare error  for different bias . For reference, a 
line with slope = 1 is also shown (black). The ​​​   CX​​ cat​​​ gadget clearly 
has lower probability for logical errors. For  = 104, the threshold 
error for the gadget (that is, where the blue curve intersects the 
black line) is cat = 7.5 × 10−3. This is more than twice the threshold 
of the ​​   CX​​ gadget in (8), AP = 3.55 × 10−3. For smaller bias, the con-
tribution from the nondephasing term in Eq. 38 takes over, and the 
performance of ​​   CX​​ degrades.

Moreover, we find that the ​​​   CX​​ cat​​​ gadget also requires less over-
head to reach the same target logical error rate compared to the 

B C

D E

A

Fig. 4. Error correction and ​​​ ̄  CX​​ cat​​​ gadgets. (A) Each blue shaded block is an error 
correction gadget for a repetition code with n = 3. The black and green lines indi-
cate code and ancilla qubits, respectively. The green triangles facing the left and 
right represent preparation and measurement of the ancilla, respectively. In the 
naive scheme, (n − 1) stabilizer generators for the repetition code are measured 
using CX gates between pairs of data qubits and ancilla. Transversal CX gates be-
tween error-corrected code blocks (shown in the red shaded region) implement 
a ​​​ ̄  CX​​ cat​​​ operation. The code words are further error-corrected at the output. (B and 
C) Logical error rate for ​​​ ̄  CX​​ cat​​​ given in Eq. 38 (solid blue line) and from (8) (solid red 
line) for different bias . The black line with slope = 1 is shown for reference. (D and 
E) Overhead of the ​​​ ̄  CX​​ cat​​​ gadget (blue line) for a target logical error rate of 0.67 × 
10−3 (8, 28). The overhead for the gadget proposed in (8) for the same target error 
rate is shown in red.
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gadget in (8). To demonstrate this, we estimate the circuit volume 
required to reach a target error rate of 0.67 × 10−3. Using Eqs. 38, we 
find the n and r required so that cat ≤ 0.67 × 10−3. The circuit vol-
ume for the ​​   CX​​ in (8) and that described here are 7nr and 8(n − 1)​
r + 2n, respectively. Figure 4 (D and E) compares these overheads 
for  = 103 and  = 104, as a function of . The ​​​   CX​​ cat​​​ described here 
has a smaller overhead. For example, with  = 2.5 × 10−3 and  = 104, 
the overhead for ​​​   CX​​ cat​​​ is ∼5 times smaller than that for the gad-
get described in (8).

Recall that in the approach described above, the repetition code 
is concatenated with a CSS code. Therefore, cat must be lower than 
the accuracy threshold for a CSS code for computation with arbitrarily 
high accuracy to be possible. For the example of the CSS code con-
struction in (9, 28), the lower bound on the accuracy threshold is 
​​​css​ 

th ​  =  0.67 × 1 ​0​​ −3​​. We find that for  = 104, n = 0.0043, n = 19, 
and r = 7 for cat = 0.67 × 10−3. In addition, in the Supplementary 
Materials, we show that magic-state preparation and distillation is 
also possible for  ≤ 0.0043. Therefore,  = 0.0043 is a lower bound 
on the accuracy threshold for universal computation for  = 104, 
which is approximately two times larger than that in (9). The nu-
merical simulations for the CX gate outlined in the earlier section 
suggest that it is possible to achieve bias in the range  ∼ 103 − 104 
for cats with average photon numbers between ​​n ̄ ​  =  5 − 10​. The 
challenge is then to achieve physical dephasing rate below the 
threshold, which is not very large for the concatenated scheme dis-
cussed here (0.43% for  = 104). It will be hard to achieve these small 
error rates in current experimental setups even if large biases could 
be achieved. In contrast, surface codes tailored to biased noise qubits 
provide means to achieve ultrahigh thresholds. A recent work (30) 
estimated a threshold of >5% for the tailored surface code for biases 
 ≳ 100 under a phenomenological noise model, provided that 
native bias-preserving CX gates are available. The modest target of 
physical error rates below 5% and biases greater than 100 is far more 
realistic for current experimental setups.

Fault tolerance with a measurement code
As we discussed in the earlier section, the naive way to decode by 
measuring (n − 1) stabilizer generators is suboptimal. We will now 
discuss how we can improve decoding by using what we refer to as, 
a measurement code. To construct a measurement code, we desire 
that our syndrome measurement procedure measures a total of s 
elements of the stabilizer group (not necessarily the specified gener-
ators) by coupling to ancillas and that it can correct any t = (d − 1)/2 
phase-flip errors on the n qubits. That is, we wish to have a classical 
code with parameters [n + s, n, d]. However, not every classical code 
with those parameters is admissible, because the classical parity 
checks must still be compatible with the stabilizers of the original 
quantum code, in this case, the repetition code. In particular, each 
parity check in the measurement code must have even weight when 
restricted to the data qubits so that it commutes with the logical ​​​   Z ​​ L​​​ 
operator of the quantum phase-flip code. Consistency with the sta-
bilizer group of the base quantum code is the only constraint on a 
measurement code. There has been some work in the past few years, 
which indicates that either measuring redundant stabilizers or us-
ing the large amount of redundancy already in the code can make 
the code tolerant to measurement errors (31–33). The measure-
ment code, presented here, identifies a classical error correcting 
code to protect against measurement errors and provides an intui-
tive way to calculate the optimal number of syndrome measure-

ments for a desired code distance. This idea is also referred to as the 
quantum data syndrome codes in (34–36).

The general form of a measurement code can be specified by the 
parity check matrix HM. This, in turn, is specified as a function of 
the (generally redundant) parity checks HZ of the quantum repeti-
tion code and an additional set of s ancilla bits that label the mea-
surements. Given HZ, the parity check matrix of the measurement 
code is the block matrix

	​​ H​ M​​  =  (​H​ Z​​ ​I​ s​​)​	 (39)

where Is is the s × s identity matrix. Since there are s ancilla bits for 
readout, HM is an s × (n + s) matrix. The fact that the rows of HZ 
come from the stabilizers of a quantum repetition code is captured 
by the constraint that they must all have even weight. The rows are 
clearly linearly independent, so the associated code has parameters 
[n + s, n, d] for some d ≤ n. The distance is never greater than n 
since a string of ​​   Z ​​ operators on the data qubits, corresponding to 1’s 
on exactly the first n bits, is always in the kernel of HM.

The measurement of the jth parity check in the measurement 
code can be performed by a standard choice of circuit. We simply 
apply a CX gate to qubit i if there is a 1 in column i and target the 
ancilla labeled in column n + j. Note that by construction there is 
always a 1 in position (j, n + j) of HM. The effective error rate of this 
bare-ancilla measurement gadget will depend on the number of CX 
gates used and, hence, on the weight of the stabilizer being mea-
sured. Therefore, all other things (such as code distance) being 
equal, lower weight rows are preferred when designing a measure-
ment code. Note that it is possible that the redundant stabilizers to 
be measured are higher weight or more nonlocal than the stabilizer 
generators themselves (see for example Eq. 41). In practice, because 
of experimental constraints, it may become more difficult to mea-
sure higher-weight/nonlocal stabilizers. However, this may be a 
vital tool to demonstrate fault-tolerant error correction and better 
than breakeven performance in near-term experiments.

The two examples we consider here are generated from the fol-
lowing choices for HZ, displayed here in transpose to save space

	          ​​​H​Z​ T​  = ​ (​​​
1

​ 
1

​ 
0

​ 1​  0​  1​ 
0

​ 
1

​ 
1

​​)​​​​	 (40)
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​​​​	 (41)

These codes were chosen to saturate the distance bound, so d = 
n for each code (so d = 3 and d = 5, respectively). These were found 
by guess work, and no attempt at finding optimal measurement 
codes was made, although these are the best of the few that were 
tested. To contrast our choices with the choice associated with re-
peating the measurements of the standard generators r times for n = 
r = 3, the measurement code is specified by

	​​ ​H​Z​ T​  = ​ (​​​
1

​ 
1

​ 
1

​ 
0

​ 
0

​ 
0

​  1​  1​  1​  1​  1​  1​  
0

​ 
0

​ 
0

​ 
1

​ 
1

​ 
1

​​)​​​​	 (42)
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Both this choice and the n = 3 choice in Eq. 40 have distance d = 3 
as measurement codes. However, our choice corresponds to a 
[6,3,3] measurement code, whereas the naive repeated generator 
method yields a [12,3,3] measurement code. In general, the naive 
scheme yields a [n + (n − 1)r, n, d(n, r)] code, and for smaller r, the 
distance will not yet saturate to n. For n = 5, we need r = 2 before 
the measurement code has distance 3 and r = 4 before the distance 
saturates at d = 5. Thus, the naive scheme yields either a [13,5,3] 
code or a [21,5,5] code, which are inferior in either distance or 
rate, respectively, to the [14,5,5] code that results from the choice in 
Eq. 41.

These examples also illustrate a counterintuitive feature of mea-
surement codes. Consider again the naive repeated generator method 
with n = 5 and r = 2 or 4. If the decoder works by first decoding the 
syndrome bits individually, then the data are only protected against 
at most (r − 1)/2 = 0 or 1 arbitrary errors, respectively. However, a 
decoder that uses the structure of the associated measurement code 
can correct 1 or 2 arbitrary data errors with these respective param-
eters, which then reduces the leading order behavior of the code failure 
probability.

Both of the above codes in Eqs. 40 and 41 are small enough that 
the exact probability of a decoding failure can be computed via an 
exhaustive lookup table. To demonstrate the advantage of the mea-
surement code over naive encoding and decoding, we estimate the 
probability of a logical error in the ​​ ̄  CX​​ gadget using the measure-
ment code in Eq. 41 for n = 5. The corresponding threshold is ∼6 × 
10−3. On the other hand, to reach a similar threshold using the naive 
decoder requires n = 11, r = 5. The optimal decoder requires fewer 
resources than the naive decoder. In general, this optimal (maximum-

likelihood) decoder is infeasible to implement because it requires 
exponential resources in n and s to compute, so substantially, larger 
codes will need decoding heuristics such as message-passing algo-
rithms to approach peak decoding performance. The decoder declares 
failure whenever the data error is not guessed exactly right, although 
this is not strictly speaking necessary. When repeated rounds of 
error correction occur, it is sufficient to define success as reducing 
the weight of any correctable error. This more relaxed definition is 
harder to analyze, however, so our stricter definition of failure is 
used in all of the threshold calculations.

DISCUSSION
Here, we have presented a driven cat qubit with highly biased noise 
channel and shown how to perform a CX gate, which preserves the 
error bias. A bias-preserving CX gate with strictly two-dimensional 
systems is impossible (8, 14). We are able to circumvent this no-go 
conjecture by exploiting the phase space topology of the underlying 
continuous variable system.

The physical realization of the CX gate requires a three-wave 
mixing between the oscillators. The natural coupling between two 
oscillators is, however, beam-splitter type. Fortunately, the oscillators 
are themselves fourth-order Kerr nonlinear. Thus, the required 
three-wave mixing can be generated by parametrically driving the 
target oscillator at a frequency d such that d = 2t − c. Here, t 
and c are the frequencies of the target and control oscillators, re-
spectively. When this condition is satisfied, the fourth-order non-
linearity converts a photon in the drive and a photon in the control 
to two photons in the target. Thereby, an effective three-wave mixing 
is realized between the control and target. The Kerr nonlinearity of 
the oscillators themselves is sufficient to realize the CX interaction 
Hamiltonian, and no additional coupling elements are necessary. 
Moreover, because of the parametric nature, the coupling is con-
trollable. A possible realization of the CX gate Hamiltonian in 
superconducting circuits is shown in Fig. 5. It is feasible to extend 
the scheme for the CX gate to implement a bias-preserving controlled-
controlled-NOT (CCX) gate between three cat qubits. A naive 
circuit would, however, require a controllable four-wave mixing 
between the oscillators that is typically much weaker. As described in 
the Supplementary Materials, it is possible to implement a bias-
preserving CCX gate using only three-wave mixing and four cat qu-
bits. To summarize, the bias-preserving set of unitaries discussed 
in this paper, which are also physically implementable with three-
wave mixing (or less), is {CX, CCX, ZZ(), Z(), CCZ}. These can 
be supplemented with state preparations ​P​∣±⟩ and measurements ​​
M​ ​   X ​,​   Z ​​​​ for universal fault-tolerant quantum computation.

Furthermore, by adapting the scheme for concatenated error 
correction in (8), we have demonstrated that having bias-preserving 
CX gates leads to substantial improvements in fault-tolerant thresh-
olds and overheads. At the level of repetition code, the estimated 
bound for fault-tolerant thresholds with naive decoding and ex-
perimentally reasonable biases of ∼103 − 104 is ∼0.55 % = 0.75%. 
Consequently, high-quality oscillators will still be required so that 
the phase-flip error remains small enough. One way to improve the 
threshold is by using better decoding techniques, for example, by 
using the measurement code. The approach based on concatenating 
a repetition code to another CSS code is not necessary or ideal. A 
more efficient technique would be to directly implement a code tai-
lored to asymmetric noise such as the surface code (12, 13) or cyclic 

Fig. 5. Schematic for possible realization of the bias-preserving CX gate with 
superconducting circuits. Here, the Kerr nonlinear oscillators (of frequencies t and 
c) are implemented with superconducting nonlinear asymmetric inductive elements 
or SNAILs (38, 39). A SNAIL can be biased with an external magnetic field so that it 
has both three- and four-wave mixing capabilities. It can therefore be used to im-
plement the two-photon driven Kerr nonlinear oscillator and realize a cat qubit 
with biased-noise channel (19). The Hamiltonian in Eq. 26 can be simplified 

as ​​​ ̂  H ​  =  − K ​​ ̂ a ​​c​ †2​ ​​ ̂ a ​​c​ 2​ − K ​​ ̂ a ​​t​ 
†2​ ​​ ̂ a ​​t​ 

2​ + K ​​​ 2​​(​​ ​​ ̂ a ​​c​ †2​ + h.c.​)​​ + K ​​​ 2​ cos ((t ) ) ​(​​ ​e​​ i(t)​ ​​ ̂ a ​​t​ 
†2​ + h.c.​)​​ −  

(K ​​​ 2​ sin ((t ) ) /  ) ​(​​i ​e​​ i(t)​ ​​ ̂  a ​​t​ 
†2​ ​​ ̂  a ​​ c​​ + h.c.​)​​ + (K ​​​ 4​ / 2 ) sin (2(t ) ) ​(​​i ​​ ̂  a ​​c​ †​ + h.c.​)​​ −  

(K ​​​ 4​ ​sin​​    
2 ​((t ) ) / ​​​ 2​ ) ​​ ̂ a ​​c​ †​ ​​ ̂ a ​​c​ †​ − ​ ̇ ​(t ) ​​ ̂ a ​​t​ 

†​ ​​ ̂ a ​​ t​​ / 2 + (​ ̇ ​(t ) / 4 ) ​​ ̂ a ​​t​ 
†​ ​​ ̂ a ​​ t​​​(​​ ​​ ̂ a ​​c​ †​ + h.c.​)​​​​. By expressing 

the Hamiltonian in this form, the drives required to realize the Hamiltonian become 
immediately clear. First, a drive to the control cavity (fixed amplitude and phase) 
centered at 2c is required for the two-photon term driving the control cavity via 
three-wave mixing. Next, a drive to the target cavity with time-dependent ampli-
tude at 2t results in the two-photon term driving the target cavity via three-wave 
mixing. An additional drive 2t − c (time-dependent amplitude and phase) is ap-
plied to the target cavity to realize the coupling terms ​∝ ​​ ̂ a ​​t​ 

2
​ ​​ ̂ a ​​ c​​​ in Eq. 26. A drive 

applied directly to the control cavity centered at c with time-dependent phase 
and amplitude realizes the single-photon drive to the control cavity. A final drive to 
the target cavity at c with time-dependent amplitude and phase realizes the last 
term in the Hamiltonian (40).
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code (11) with the cat qubit. An analysis of these codes tailored to 
the cat qubits will be carried out in future work.

METHODS
Error channel from simulations
Here, we describe how the error channel in the sections titled “Thermal 
bath with white-noise spectrum” and  “Numerically simulated noise 
channel of the CX gate” is extracted from master equation simula-
tions. The dimension of the system of s cat qubits is d = 2s, and the 
elements of the Pauli transfer matrix R are

	​​ R​ ij​​  = ​  1 ─ d ​ Tr [ ​​   P ​​ i​​ E(​​   P ​​ j​​ ) ]​	 (43)

In the above expression, ℰ(·) is the error channel, and ​​​   P ​​ i​​​ is the d2 
Pauli operators. The Pauli transfer matrix at time t is extracted by 
simulating the master equation, using the software package QuTiP 
(37), with the Pauli operators as initial state at t = 0. Once the d2 × 
d2 elements of the Pauli transfer matrix are obtained, the above 
equation is inverted to obtain the error channel.

CX gate in the presence of thermal noise
The error channel of the CX gate in the presence of thermal noise 
was given in the section titled “Numerically simulated noise channel 
of the CX gate.” The channel is obtained from the transfer matrix, 
which itself is obtained in two steps. First, the master equation for 
the CX, ​​​​  ρ​  ̇​  =  − i​[​​ ​​   H ​​ CX​​, ​  ρ​​]​​ + ​∑ ic,t​ ​​ κ​(​​1 + ​n​ th​​​)​​D​[​​ ​​   a ​​ i​​​]​​​  ρ​ + κ ​n​ th​​ D​[​​ ​​   a ​​i​ 

†​​]​​​  ρ​​​, is 
simulated for time T = 10/K with (t) = t/T,  =  = 2, and Pauli 
matrices as the input. Here, i = c, t. Next, all the interactions be-
tween the control and target oscillators are removed, and the Ham-
iltonian of the system is set to that two uncoupled oscillators ​​​​   H ​ ′ ​ = − K​
[​​ ​∑ i​ ​​ ​​   a ​​i​ 

†2​ ​​   a ​​i​ 
2​ + ​​​ 2​​(​​ ​​   a ​​i​ 

†2​ + ​​   a ​​i​ 
2​​)​​​]​​​​. Now, the master equation with two-

photon dissipation is simulated, ​​​​  ρ​ ̇ ​  =  − i​[​​​   H ​′, ​  ρ​​]​​ + ​∑ ic,t​ ​​ κ​(​​1 + ​n​ th​​​)​​D​
[​​ ​​   a ​​ i​​​]​​​  ρ​ + κ ​n​ th​​ D​[​​ ​​   a ​​i​ 

†​​]​​​   o ​ + ​κ​ 2​​ D​[​​ ​​   a ​​i​ 
2​​]​​​  ρ​​​, for time T′ = 2/2 and using the 

density matrix from the output of the CX simulation as the input. 
The transfer matrix from the second simulation is inverted to ob-
tain the error channel.

As shown by Eq. 25, two-photon dissipation on the target oscillator 
​​D​[​​ ​​   a ​​t​ 

2​​]​​​​ during the CX gate introduces additional phase-flip errors in 
the control oscillator. This implies that, although the two-photon 
dissipation corrects leakage, it will also reduce the gate fidelity. It is 
possible to overcome this problem by adding time-dependent, cor-
related dissipation between the control and target oscillators. How-
ever, the numerical simulations become notably harder. To avoid 
this, we use the two-step process discussed above.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/34/eaay5901/DC1
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